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Abstract
D1.2 reports on the current state of the art in the field of Language Technology (LT) and
language-centric Artificial Intelligence (AI). The main purpose of this deliverable is to land-
scape the field of LT and language-centric AI by assembling a comprehensive report of the
state of the art of basic and applied research in the area. Given the multidisciplinarity of the
field, this state of the art also reviews various scientific fields and areas involved (linguistics,
computational linguistics, AI, computer science, etc.) and sketches all recent advances in AI,
including the most recent deep learning neural technologies as well as the most advanced
pretrained language models. In doing so, we map the relevant technologies onto a mean-
ingful multidimensional structure that depicts the different areas involved, the methodolo-
gies and approaches applied, the modalities addressed (text, speech, sign), the communica-
tive tasks, subtasks and application areas, including but not limited to Machine Translation,
Speech Processing, Interactive and Dialogue Systems, Text Analytics, etc., domain sectors
such as health, legal, media, education, tourism, etc. and the level of LT development. Spe-
cial attention is paid to innovative solutions to less-resourced languages since LT is an impor-
tant factor for language development in minority language communities. The final purpose
of this exercise is to bring to light not only where Language-centric AI as a whole stands in
2020/2021, but also – and most importantly – where the required resources should be allo-
cated to place European LT at the forefront of the AI revolution and in order to make real
progress by 2030 instead of just small incremental improvements. We identify key research
areas and gaps in research that need to be addressed to ensure LT can overcome the current
LT inequality.

1 Introduction
Interest in the computational processing of human languages (machine translation, dialogue
systems, etc.) coincided with the emergence of AI and, due to its increasing importance, the
discipline has been established as specialized fields known as Computational Linguistics (CL),
Natural Language Processing (NLP) or Language Technology. While there are differences
in focus and orientation, since CL is more informed by linguistics and NLP by computer
science, LT is a more neutral term. In practice, these communities work closely together,
sharing the same publishing venues and conferences, combining methods and approaches
inspired by both, and together making up language-centric AI. In this report we treat them
interchangeably as long as it is not otherwise explicitly stated.
LT is concerned with studying and developing systems capable of processing human lan-

guage. The field has developed, over the years, different methods to make the information
contained in written and spoken language explicit or to generate or synthesise written or
spoken language. Despite the inherent difficulty of many of the tasks performed, current LT
support allows many advanced applications which have been unthinkable only a few years
ago. LT is present in our daily lives, for example, through search engines, recommenda-
tion systems, virtual assistants, chatbots, text editors, text predictors, automatic translation
systems, automatic subtitling, automatic summaries, inclusive technology, etc. Its rapid de-
velopment in recent years predicts even more encouraging and also exciting results in the
near future.
This report on the state-of-the-art in LT and language-centric AI begins with a brief histori-

cal account in section 2 on the development of the field from its inception through the current
deep learning era. The four parts that follow this initial historical overview are frameworks,
research areas, domain sectors and LT beyond language. They offer a survey that maps to-
day’s LT and language-centric AI landscape. Section 3 is devoted to existing LT frameworks
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and discusses processing pipelines and toolkits, language models, benchmarking and infras-
tructures. It highlights recent advances in these areas, including the shift to neural networks
and components, a motif that runs throughout the report. Section 4 consists of seven sec-
tions devoted to LT resources, Text Analysis (TA), speech processing, Machine Translation
(MT), Information Extraction (IE) and Information Retrieval (IR), Natural Language Genera-
tion (NLG) and summarization, and Human-Computer Interactions (HCI). Section 5 focuses
on LT in large domain sectors including medicine, education, etc. Section 6 surveys recent
developments in language-centeredmultimodal AI. Finally, some discussion and conclusions
are outlined in sections 7 and 8 respectively.

2 Historical Overview
Today, many people use LT on a daily basis, especially online forms, often oblivious they are
doing so. LT is an important but frequently invisible component of applications as diverse
as, for example, search engines, spell-checkers, Machine Translation (MT) systems, recom-
mender systems, virtual assistants, transcription tools, voice synthesizers and many others.
This section presents a very brief historical view in section 2.1 and in section 2.2 the current
revolution that is happening thanks to the new deep learning era.

2.1 A very brief historical view
The 1950s mark the beginning of LT as a discipline. In the middle of the 20th century, Alan
Turing proposed his famous test, which defines a criterion to determine whether a machine
can be considered intelligent (Turing, 1950). A few years later, Noam Chomsky with his gen-
erative grammar laid the foundations to formalise, specify and automate linguistic rules
(Chomsky, 1957). For a long time, the horizon defined by Turing and the instrument pro-
vided by Chomsky influenced the vast majority of NLP research.
The early years of LT were closely linked toMT, a well-defined task, and also relevant from

a political and strategic point of view. In the 1950s it was believed that a quality automatic
translator would be available soon. After several years of effort, in the mid-1960s the Auto-
matic Language Processing Advisory Committee (ALPAC) report, issued by a panel of leading
US experts acting in an advisory capacity to the US government, revealed the true difficulty
of the task and, in general, of NLP (Pierce and Carroll, 1966). The ALPAC report had a dev-
astating impact on R&D&I funding for the field. From then on, the NLP community turned
towards more specific and realistic objectives. The 1970s and 1980s were heavily influenced
by Chomsky’s ideas, with increasingly complex systems of handwritten rules. At the end of
the 1980s, a revolution began which irreversibly changed the field of NLP. This change was
drivenmainly by four factors: 1) the clear definition of individual NLP tasks and correspond-
ing rigorous evaluation methods; 2) the availability of relatively large amounts of data and
3) machines that could process these large amounts of data; and 4) the gradual introduction
of more robust approaches based on statistical methods and Machine Learning (ML), that
would pave the way for subsequent major developments.
Since the 1990s NLP has moved forward, with new resources, tools and applications. Also

noteworthy from this periodwas the effort to createwide-coverage linguistic resources, such
as annotated corpora, thesauri, etc., of which WordNet (Miller, 1992) is one of the main re-
sults. Gradually, data-based systems have been displacing rule-based systems, and today it
is difficult to conceive of an NLP system that does not have some component based on ML.
In the 2010s we observed a radical technological change in NLP. Collobert et al. (2011) pre-
sented a multilayer neural network adjusted by backpropagation which was able to solve
various sequential labeling problems. The success of this approach lies in the ability of these

WP1: European Language Equality – Status Quo in 2020/2021 2
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networks to learn continuous vector representations of the words (or word embeddings) us-
ing unlabelled data (for parameter initialisation) and using labelled data (for fine-tuning the
parameters) to solve the task at hand. Word embeddings have played a very relevant role in
recent years as they allow the incorporation of pretrained external knowledge in the neural
architecture (Mikolov et al., 2013b; Pennington et al., 2014; Mikolov et al., 2018).
The availability of large volumes of unannotated texts together with the progress in self-

supervised Machine Learning and the development of high-performance hardware (in the
form of Graphical Processing Units, GPUs) enabled the development of very effective deep
learning systems across a range of application areas.

2.2 The Deep Learning era
In recent years, the LT community haswitnessed the emergence of powerful newdeep learn-
ing techniques and tools that are revolutionizing the approach to LT tasks. We are gradu-
ally moving from a methodology in which a pipeline of multiple modules was the typical
way to implement LT solutions, to architectures based on complex neural networks trained
with vast amounts of text data. For instance, the AI Index Report 20211 highlights the rapid
progress in NLP, vision and robotics thanks to deep learning and deep reinforcement learn-
ing techniques. In fact, the Artificial Intelligence: A European Perspective report2 establishes
that the success in these areas of AI has been possible because of the confluence of four dif-
ferent research trends: 1) mature deep neural network technology, 2) large amounts of data
(and for NLP processing large and diversemultilingual textual data), 3) increase in High Per-
formance Computing (HPC) power in the form of GPUs, and 4) application of simple but ef-
fective self-learning approaches (Goodfellow et al., 2016; Devlin et al., 2019; Liu et al., 2020b;
Torfi et al., 2020; Wolf et al., 2020).
As a result, various IT enterprises have started deploying large pretrained neural language

models in production. Google and Microsoft have integrated them in their search engines
and companies such as OpenAI have also been developing very large languagemodels. Com-
pared to the previous state of the art, the results are so good that systems are claimed to
obtain human-level performance in laboratory benchmarks when testing some difficult En-
glish language understanding tasks. However, those systems are not robust enough, very
sensitive to phrasing and typos, perform inconsistently (when they are faced with similar
input), etc. (Ribeiro et al., 2018, 2019). Additionally, existing laboratory benchmarks and
datasets also have a number of inherent and severe problems (Caswell et al., 2021). For in-
stance, the ten most cited AI datasets are riddled with label errors, which is likely to distort
our understanding of the field’s progress (Northcutt et al., 2021).
Forecasting the future of LT and language-centric AI is a challenge. Five years ago, few

would have predicted the recent breakthroughs that have resulted in systems that can trans-
latewithout parallel corpora (Artetxe et al., 2019), create image captions (Hossain et al., 2019),
generate full text claimed to be almost indistinguishable from human prose (Brown et al.,
2020), generate theatre play scripts (Rosa et al., 2020) and create pictures from textual de-
scriptions (Ramesh et al., 2021).3 It is, however, safe to predict that even more advances will
be achieved by using pretrained language models. For instance, GPT-3 (Brown et al., 2020),
one of the largest dense language models, can be fine-tuned for an excellent performance
on specific, narrow tasks with very few examples. GPT-3 has 175 billion parameters and
was trained on 570 gigabytes of text, with a cost estimated at more than four million USD.4
In comparison, its predecessor, GPT-2, was over 100 times smaller, at 1.5 billion parameters.

1 https://aiindex.stanford.edu/report/
2 https://ec.europa.eu/jrc/en/publication/artificial-intelligence-european-perspective
3 https://openai.com/blog/dall-e/
4 https://lambdalabs.com/blog/demystifying-gpt-3/
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This increase in scale leads to surprising behaviour: GPT-3 is able to perform tasks it was not
explicitly trained on with zero to few training examples (referred to as zero-shot and few-
shot learning, respectively). This behaviour was mostly absent in the much smaller GPT-2
model. Furthermore, for some tasks (but not all), GPT-3 outperforms state-of-the-art models
explicitly trained to solve those tasks with far more training examples.
It is impressive that a single model can achieve a state-of-the-art or close to a state-of-the-

art performance in limited training data regimes. Most models developed until now have
been designed for a single task, and thus can be evaluated effectively by a single metric.
Despite their impressive capabilities, large pretrained language models do come with some
drawbacks. For example, they can generate racist, sexist, and otherwise biased text. Fur-
thermore, they can generate unpredictable and factually inaccurate text or even recreate
private information.5 Combining large language models with symbolic approaches (knowl-
edge bases, knowledge graphs), which are often used in large enterprises because they can
be easily edited by human experts, is a non-trivial challenge. Techniques for controlling and
steering such outputs to better align with human values are nascent but promising. These
models are also very expensive to train, which means that only a limited number of organi-
sations with abundant resources in terms of funding, computing capabilities, LT experts and
data can currently afford to develop and deploy such models. A growing concern is that
due to unequal access to computing power, only certain firms and elite universities have
advantages in modern AI research (Ahmed and Wahed, 2020).
Moreover, computing large pretrained models also comes with a very large carbon foot-

print. Strubell et al. (2019) recently benchmarked model training and development costs in
financial terms and estimated carbon dioxide emissions. While the average human is re-
sponsible for an estimated five tons of carbon dioxide per year,6 the authors trained a big
neural architecture and estimated that the training process emitted 284 tons of carbon diox-
ide. Finally, such language models have an unusually large number of uses, from chatbots
to summarization, from computer code generation to search or translation. Future users are
likely to discover more applications, and use positively (such as knowledge acquisition from
electronic health records) and negatively (such as generating deep fakes), making it difficult
to identify and forecast their impact on society. As argued by Bender et al. (2021), it is im-
portant to understand the limitations of large pretrained language models, which they call
“stochastic parrots” and put their success in context.

3 Frameworks
Authors: Itziar Aldabe, German Rigau

This section presents various existing LT frameworks. More specifically, section 3.1 dis-
cusses processing pipelines and toolkits, including new types that have emerged over the
last few years. Section 3.2 outlines the paradigm shift in LT, i.e. neural languagemodels. The
most important means to evaluate performance of NLP systems are presented in section 3.3
and section 3.4 outlines existing large infrastructures for LT.

3.1 Processing Pipelines and Toolkits
As previouslymentioned, NLP has undergone a rapid transformation over the last few years.
Architectures based on deep learning have enabled substantial progress for a variety of tasks
such as question answering, Machine Translation or Automatic Speech Recognition (ASR).

5 https://ai.googleblog.com/2020/12/privacy-considerations-in-large.html
6 https://ourworldindata.org/co2-emissions
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In addition, these improvements have been accompanied by libraries that allow end-to-end
processing and the integration of NLP tools in higher-level applications.
This fast-growing collection of efficient tools has led to the emergence of new types of

processing pipelines and toolkits. Traditionally, when one calls an NLP pipeline the text is
first tokenized and then processed in different steps, forming the processing pipeline. This
pipeline often includes a tagger, a lemmatizer, a parser, a named entity recognizer etc. Each
pipeline module or component returns the processed text and this is then passed to the next
module. Thus, the pipeline takes in raw text as input and produces a set of annotations. Well-
known examples of this type of multilingual pipeline are: CoreNLP,7 Freeling,8 ixa-pipes,9
GATE,10 DKPro,11 Apache UIMA,12 Stanza,13 Trankit, 14 and Spark NLP.15
Today, it is becoming more common to find libraries that are built with neural network

components and pretrained models that also cover multilingual NLP tasks. SpaCy16 sup-
ports more than 60 languages and offers 55 trained pipelines for 17 languages. In its ca-
pacity as a production-ready training system it is focused on state-of-the-art speed. UDify17
(Kondratyuk and Straka, 2019) is a single model that parses Universal Dependencies (UPOS,
UFeats, Lemmas, Deps) accepting any of 75 supported languages as input. Flair18 (Akbik et al.,
2019) was designed to workwith different types of word embeddings, as well as training and
distributing sequence labeling and text classificationmodels. UDPipe (Straka, 2018),19 which
utilizes a neural networkwith a single jointmodel for POS tagging, lemmatization anddepen-
dency parsing, is trainedusing only CoNLL-U training data andpretrainedword embeddings.
Stanza20 (Qi et al., 2020) features a language-agnostic fully neural pipeline for Text Analy-
sis, including tokenization, multi-word token expansion, lemmatization, part-of-speech and
morphological feature tagging, dependency parsing and named entity recognition. Spark
NLP21 (Kocaman and Talby, 2021) is a state-of-the-art Natural Language Processing library
built on top of Apache Spark. It provides simple, performant and accurate NLP annotations
for machine learning pipelines that scale easily in a distributed environment. Spark NLP
comes with 3700+ pretrained pipelines and models in more than 200+ languages. Finally,
Trankit22 (Nguyen et al., 2021) is a multilingual Transformer-based toolkit that supports 56
languages with 90 pretrained pipelines on 90 treebanks of the Universal Dependency v2.5.
Several transformer-based models for many languages may be simultaneously loaded into
GPU memory to process the raw text inputs of different languages.

3.2 Neural Language Models
LT is undergoing a paradigm shift with the rise of neural language models23 that are trained
on broad data at scale and are adaptable to a wide range of monolingual and multilingual

7 https://stanfordnlp.github.io/CoreNLP/
8 http://nlp.lsi.upc.edu/freeling/
9 https://ixa2.si.ehu.eus/ixa-pipes/
10 https://gate.ac.uk/
11 https://dkpro.github.io/
12 https://uima.apache.org/
13 https://stanfordnlp.github.io/stanza/
14 https://github.com/nlp-uoregon/trankit
15 https://github.com/JohnSnowLabs/spark-nlp
16 https://spacy.io
17 https://github.com/Hyperparticle/udify
18 https://github.com/flairNLP/flair
19 https://ufal.mff.cuni.cz/udpipe/2
20 https://stanfordnlp.github.io/stanza/
21 https://github.com/JohnSnowLabs/spark-nlp
22 https://github.com/nlp-uoregon/trankit
23 Also known as Pretrained Language Models (Han et al., 2021)
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downstream tasks (Devlin et al., 2019; Qiu et al., 2020; Liu et al., 2020b; Torfi et al., 2020; Wolf
et al., 2020; Han et al., 2021; Xue et al., 2021). Though these models are based on standard
self-supervised deep learning and transfer learning, their scale results in new emergent and
surprising capabilities, but their effectiveness across somany tasks demands caution, as their
defects are inherited by all the adapted models downstream. Moreover, we currently have
no clear understanding of how they work, when they fail, and what emergent properties
they present. To tackle these questions, much critical interdisciplinary collaboration and
research is needed. Thus, some authors call these models foundation models to underscore
their critically central yet incomplete character (Bommasani et al., 2021).
Most LT systems today are powered byMLwhere predictive models are trained on known

data and used to make predictions on new data. The rise of machine learning within AI and
LT started in the 1990swhere rather than specifying how to solve a task, a learning algorithm
induced a model based on a set of features representing in the best possible way the training
data examples. Thus, complex NLP tasks still require a manually-driven feature engineering
process to characterise rawdata into task useful representations. Around ten years ago,Deep
Learning (Salakhutdinov, 2014) started gaining traction in LT thanks to mature deep neural
network technology, much larger datasets, more computational capacity (notably, the avail-
ability of GPUs), and application of simple but effective self-learning objectives (Goodfellow
et al., 2016). One of the advantages of these neural language models is their ability to al-
leviate the feature engineering problem by using low-dimensional and dense vectors (aka.
distributed representation) to implicitly represent the language examples (Collobert et al.,
2011). By the end of 2018,24 the field of NLP observed another relevant disruption with BERT
(Devlin et al., 2019). Since then BERT has become a ubiquitous baseline in NLP experiments
and inspired a large number of studies and improvements (Rogers et al., 2020).
In self-supervised learning, the language model is derived automatically from large vol-

umes of unannotated language data (text or voice). There has been considerable progress in
self-supervised learning sinceword embeddings (Turian et al., 2010;Mikolov et al., 2013a; Pen-
nington et al., 2014; Mikolov et al., 2018) associated word vectors with context-independent
vectors. Shortly thereafter, self-supervised learning based on autoregressive language mod-
elling (predict the next word given the previous words) (Dai and Le, 2015) became popular.
This approach produced language models such as GPT (Radford et al., 2018), ELMo (Peters
et al., 2018) and ULMFiT (Howard and Ruder, 2018). The next wave of developments in self-
supervised learning — BERT (Devlin et al., 2019), GPT-2 (Radford et al., 2019), RoBERTa (Liu
et al., 2019), T5 (Raffel et al., 2020), BART (Lewis et al., 2020) — quickly followed, embrac-
ing the Transformer architecture (Vaswani et al., 2017), incorporating more powerful deep
bidirectional encoders of sentences, and scaling up to larger models and datasets. Figure 1
presents the relationship of some of these pre-trained language models in a diagram.25 For
example, BERT (Devlin et al., 2019) applies two training self-supervised tasks namelyMasked
LanguageModel andNext Sentence Prediction. TheMasked LanguageModel learns to predict
a missing word in a sentence given its surrounding context while the Next Sentence Predic-
tion learns to predict if the next sentence will follow the current one or not. Self-supervised
tasks are not only more scalable, just depending on unlabelled data, but they are designed
to force the model to predict coherent parts of the input. Through self-supervised learning,
tremendous amounts of unlabeled textual data can be utilised to capture versatile linguistic
knowledge without labour-intensive workloads. This pretrained language model recipe has
been replicated across languages leading to many language specific BERTs such as FlauBERT
and CamemBERT for French (Le et al., 2020; Martin et al., 2020), Robbert for Dutch (Delobelle
et al., 2020), BERTeus for Basque (Agerri et al., 2020), etc.
The idea of transfer learning is to take the “knowledge” learned from one task (e.g., pre-

24 The paper first appeared in http://arxiv.org.
25 https://github.com/thunlp/PLMpapers
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Figure 1: Relationship between some pre-trained language models.

dict the next word given the previous words) and apply it to another task (e.g., summariza-
tion). With transfer learning, instead of starting the learning process from scratch, you start
from patterns that have been learned when solving a different problem. This way you lever-
age previous learning and avoid starting from scratch. Within deep learning, pretraining is
the dominant approach to transfer learning: the objective is to pretrain a deep transformer
model on large amounts of data and then reuse this pretrained languagemodel by fine-tuning
it on small amounts of (usually annotated) task-specific data. Thus, transfer learning for-
malises a two-phase learning framework: a pretraining phase to capture knowledge from
one or more source tasks, and a fine-tuning stage to transfer the captured knowledge to
many target tasks. Recent work has shown that pretrained language models can robustly
perform classification tasks in a few-shot or even in zero-shot fashion, when given an ade-
quate task description in its natural language prompt (Brown et al., 2020). Unlike traditional
supervised learning, which trains a model to take in an input and predict an output, prompt-
based learning is based on exploiting pretrained language models to solve a task using text
directly (Liu et al., 2021b). To use these models to perform prediction tasks, the original in-
put is modified using a template into a textual string prompt that has somemissing slots, and
then the language model is used to probabilistically fill the missing information to obtain a
final string, from which the final output for the task can be derived. This framework looks
very promising for a number of reasons: it allows the language model to be pretrained on
massive amounts of raw text, and by defining a new prompting function the model is able
to perform few-shot or even zero-shot learning, adapting to new scenarios with few or no
labeled data. Thus, some NLP tasks can be solved in a fully unsupervised fashion by provid-
ing a pretrained language model with “task descriptions” in natural language (Raffel et al.,
2020; Schick and Schütze, 2021a). Surprisingly, fine-tuning pretrained language models on
a collection of tasks described via instructions (or prompts) substantially boosts zero-shot
performance on unseen tasks (Wei et al., 2021).
Multilingual Language Models (MLLMs) such as mBERT (Devlin et al., 2019), XLM-R (Con-

neau et al., 2020), mT5 (Xue et al., 2021), mBART (Liu et al., 2020b), etc. have emerged as
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a viable option for bringing the power of pretraining to a large number of languages. For
example, mBERT (Devlin et al., 2019) is pretrained with the Multilingual Masked Language
Modeling (MMLM) task using non-parallel multilingual Wikipedia corpora in 104 languages.
mBERT has the ability to generalize cross-lingual knowledge in zero-shot scenarios. This in-
dicates that even with the same structure of BERT, using multilingual data can enable the
model to learn cross-lingual representations. AnMLLM is pretrained using large amounts of
unlabeled data frommultiple languageswith the hope that low-resource languagesmay ben-
efit fromhigh-resource languages due to a shared vocabulary and latent language properties.
The surprisingly good performance of MLLMs in crosslingual transfer as well as bilingual
tasks motivates the hypothesis that MLLMs are learning universal patterns (Doddapaneni
et al., 2021). Thus, one of the main motivations of training MLLMs is to enable transfer from
high.resource languages to low-resource languages. Thus, of particular interest is the abil-
ity of MLLMs to facilitate zero-shot crosslingual transfer from a resource-rich language to a
resource-deprived language which does not have any task-specific training data, or to fine-
tune more robust language models by using annotated training data in multiple languages.
In summary, recent progress in LT has been driven by advances in bothmodel architecture

and model pretraining. Transformer architectures have facilitated the building of higher-
capacity models and pretraining has made it possible to effectively utilise this capacity for a
wide variety of tasks. Open-source libraries such as Transformers26 may open up these ad-
vances to a wider LT community. The library consists of carefully engineered state-of-the art
Transformer architectures under a unified API and a curated collection of pretrained mod-
els (Wolf et al., 2020). Unfortunately, the resources necessary to create the best-performing
neural language models are found almost exclusively at US and China technology giants.
Moreover, this transformative technology poses problems from a research advancement,
environmental, and ethical perspective. For example, models such as GPT-3 are private,
anglo-centric, and inaccessible to academic organisations (Floridi and Chiriatti, 2020; Dale,
2021). This situation also promotes a colossal duplication of energy requirements and envi-
ronmental costs, due to the duplicated training of privatemodels. Finally, there areworrying
shortcomings in the text corpora used to train these models, ranging from a lack of repre-
sentation of populations, to a predominance of harmful stereotypes, and to the inclusion of
personal information.

3.3 Benchmarking NLP
As important as it is to develop new rule-based, machine-based or deep learning systems to
solve different NLP tasks, it is equally essential to measure the performance of these sys-
tems. The most common method to do so is through the use of benchmarks, i.e., according
to manually annotated datasets. Well-known examples include datasets for Text Classifica-
tion (Minaee et al., 2021), Language Modeling (Merity et al., 2017), Image Captioning (Chen
et al., 2015a), Machine Translation (Callison-Burch et al., 2009a), Question Answering (Ra-
jpurkar et al., 2016), Automatic Speech Recognition (Panayotov et al., 2015), Document Sum-
marization (Nallapati et al., 2016) and Natural Language Inference (NLI) (Bowman et al.,
2015), etc. Leaderboards such as NLP-progress27, Allen Institute of AI leaderboard,28 Papers
with code,29 orKaggle30 aremeant to encourage participation and facilitate evaluation across
many different NLP tasks and datasets.
Although measuring performance in this way currently represents the primary means to

assess progress in various NLP tasks andmodels, performance-based evaluation on a shared
26 https://huggingface.co/
27 http://nlpprogress.com/
28 https://leaderboard.allenai.org/
29 https://paperswithcode.com/area/natural-language-processing
30 https://www.kaggle.com/datasets?tags=13204-NLP
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task is a paradigm that has existed since the Message Understanding Conferences (MUC) in
the late 1980s (Hirschman, 1998). For example, the International Workshop on Semantic
Evaluation (SemEval) is an ongoing series of evaluations that started in 2007 after running
three SensEval evaluation exercises forword sense disambiguation organised under the um-
brella of SIGLEX. The 15th edition of SemEval featured tasks ranging from prediction of lexi-
cal complexity to learning with disagreements and included several cross-lingual and multi-
modal tasks.31 The Text Analysis Conference (TAC), launched in 2008, also hosts a series of
evaluation workshops in which they provide large test collections to pursue common eval-
uation procedures. The TAC 2020 included evaluations in Epidemic Question Answering,
Recognizing Ultra Fine-Grained Entities and Streaming Multimedia Knowledge Base Popula-
tion.32 Similarly, the CLEF Initiative (Conference and Labs of the Evaluation Forum, formerly
known as Cross-Language Evaluation Forum) is a self-organised body whose main mission
is to promote research, innovation, and development of information access systems with an
emphasis on multilingual and multimodal information with various levels of structure.33
For instance, according to the SQuAD leaderboard (Rajpurkar et al., 2016), on January 3,

2018, Microsoft Research Asia submitted an end-to-end deep learningmodel that reached an
EM score of 82.65 on the machine reading comprehension dataset made up of factoid ques-
tions about Wikipedia articles. While this score was better than human performance on the
same set, it should not be taken to mean that machines read and comprehend documents
as humans do. Today, SQuAD2.0, which aims to not only answer questions, but also to not
answer them when they cannot be answered, presents an 89.452 F1-score of human perfor-
mance, while the best submitted system reaches a 93.214 F1-score. More challenging bench-
marks such as GLUE (Wang et al., 2019b), SuperGLUE (Wang et al., 2019a), SentEval (Conneau
and Kiela, 2018) and DecaNLP (McCann et al., 2018) have been proposed to measure perfor-
mance on multi-tasks, Natural Language Understanding (NLU) datasets such as Adversar-
ial Natural Language Inference (NLI) (Nie et al., 2020) to address benchmark longevity and
robustness, or even platforms for dynamic data collection and benchmarking to evaluate
progress in NLP (Kiela et al., 2021).
Given their importance and success in advancingNLPmodels, it is unsurprising that bench-

marks are wide-ranging and of multiple purpose. One recent survey presented an overview
of close to fifty widely used benchmarks for NLI alone (Storks et al., 2019b). However, as
they multiply and become ever more sophisticated in parallel to methodological advances
and the onrush of data, benchmark tasks are expected to demand deeper understanding
from models in addition to greater performance and accuracy. For although benchmarks
demonstrate that performance is indeed rising, several areas for improving their capabili-
ties have been identified. These include, for instance, the need for better evaluation of re-
sources that include external knowledge or novel ways to automatically integrate a broad
spectrum of reasoning. But surveys of benchmarking indicate that more attention must also
be paid to “other qualities that the NLP community values in models, such as compactness,
fairness, and energy efficiency” (Ethayarajh and Jurafsky, 2020). By way of example, many
SOTA models do not perform well in terms of racial and gender biases. Part of the problem
is that most leaderboards are not designed to measure performance with respect to bias.
The same applies to other highly relevant factors such as carbon footprint (Henderson et al.,
2020). Moreover, most of these evaluation datasets and benchmarks have been developed
for English only. For instance, the Papers with code platform includes 1044 English datasets
but only 142 for Chinese which appears in second position.34 Also interesting are those few
evaluation benchmarks that have been designed for low-resource scenarios (Goyal et al.,
2021).
31 https://semeval.github.io/
32 https://tac.nist.gov/
33 http://www.clef-initiative.eu/
34 Last accessed in September 2021
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3.4 Large Infrastructures for Language Technology
Regarding LT, the ESFRI Landmark CLARIN ERIC (Common Language Resources and Tech-
nology Infrastructure) offers inter operable access to language resources and technologies
for researchers in the humanities and social sciences.35 Unfortunately, not all EU Member
States are official members of CLARIN (i.e., Belgium, Ireland, Luxembourg, Malta, Slovakia
and Spain are not CLARIN members) and some of them just participate in CLARIN as ob-
servers (i.e., France). Moreover, as the research funding agencies are providing unbalanced
resources to the different member states, the European languages are not equally supported
by CLARIN (de Jong et al., 2020).
The European LT community has been demanding a dedicated LT platform for years. The

European Language Grid (ELG)36 (Rehm et al., 2020, 2021) with representatives from all Eu-
ropean languages is targeted to evolve into the primary platform and marketplace for LT in
Europe by providing one umbrella platform for the European LT landscape, including re-
search and industry, enabling all stakeholders to upload, share and distribute their services,
products and resources. ELG plans to provide access to approx. 1300 services for all Euro-
pean languages as well as thousands of datasets. ELG plans to establish a legal entity in 2022
with these assets.
Under the auspices of the successful Hugging Face platform (Wolf et al., 2019), the Big-

Science project took inspiration from scientific creation schemes such as CERN and the LHC,
in which open scientific collaborations facilitate the creation of large-scale artefacts that are
useful for the entire research community.37 Hugging Face, at the origin of the project, de-
velops open-source research tools that are widely used in the NLP language modeling com-
munity. The project also brings together more than thirty partners, in practice involving
more than a hundred people, from academic laboratories, startups/SMEs, and large indus-
trial groups and is now extending to a much wider international community of research
laboratories.

In conclusion, new types of processing pipelines and toolkits have arisen in recent years
due to the fast-growing collection of efficient tools. Libraries that are built with neural net-
work components are increasingly common, including pretrainedmodels that performmul-
tilingual NLP tasks. In like manner, neural language models are adaptable to a wide spec-
trum of monolingual and multilingual tasks. These models are currently often considered
black boxes, in that their inner mechanisms are not clearly understood. Nonetheless, trans-
former architectures may present an opportunity to offer advances to the broader LT com-
munity if certain obstacles can be successfully surmounted. One problem is the question
of the resources needed to design the best-performing neural language models, currently
housed almost exclusively at the large US and Chinese technology companies. Another issue
is the problem of stereotypes, prejudices and personal information within the text corpora
used to train the models. The latter, as pointed out above, is an issue that also concerns
benchmarks and leaderboards, the challenge of freeing both these and neural languagemod-
els from such biases is daunting, but the problem of the predominance towards English as
the default language in NLP can be successfully addressed if there is sufficient will and coor-
dination. The continued consolidation of large infrastructures will help determine how this
is accomplished in the near future. Their successful implementation would mark a crucial
first step towards the development, proliferation andmanagement of language resources for
all European languages, including English. This capability would, in turn, enable Europe’s
languages to enjoy full and equal access to digital language technology.

35 http://www.clarin.eu
36 https://www.european-language-grid.eu
37 https://bigscience.huggingface.co/
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4 Research areas
Section 4 presents some of the most important research areas of LT. First of all, section 4.1
details the data, tools and services that are available. Then, section 4.2 highlights the main
research topics for analysing textual data togetherwith the use of newer approaches. Speech
processing is approached in section 4.3, in which three central areas within the field (text
to speech synthesis, automatic speech recognition and speaker recognition) are addressed.
Section 4.4 concentrates on machine translation. Neural machine translation is compared
to earlier statistical approaches and to more recent multilingual neural machine translation
systems. The report turns to information extraction and information retrieval in section
4.5. Section 4.6 concentrates on language generation and summarisation, one of the most
important yet challenging tasks in NLP. Finally, human-computer interaction is the focus
of section 4.7 and it is focused on dialogue systems, and it is separated into conversational
agents, interactive question answering systems and task-oriented systems.

4.1 LT Resources
Authors: Ainara Estarrona

The term ”Language Resource” (LR) refers to a set of speech or language data and de-
scriptions in machine readable form. These are used for building, improving or evaluating
natural language and speech algorithms or systems, or, as core resources for the software
localisation and language services industries, for language studies, electronic publishing, in-
ternational transactions, subject-area specialists and end users.
No widely used standard typology of language resources has been established. However,

a general classification could be as follows:

• Data
– Corpora (digital collections of natural language data)
– Lexical/conceptual resources (machine-readable dictionaries, lexicons, ontologies)

• Tools/Services
– Linguistic annotations
– Tools for creating annotations
– Search and retrieval applications (corpus management systems)
– Applications for automatic annotation (part-of-speech tagging, syntactic parsing,
semantic parsing, audio segmentation, speaker diarization)

• Metadata and vocabularies
– Vocabularies or repositories of linguistic terminology
– Language metadata

In this report we will focus on the first two categories: data and tools/services. A main
objective of the language resource community is the development of infrastructures and
platforms for presenting, discussing and disseminating language resources. There are nu-
merous catalogues and repositories where the different resources for each language can be
documented. Among the major catalogues at the European level are the following:

• ELRC-SHARE38
38 http://www.elrc-share.eu)/
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• European Language Grid (ELG)39

• European Language Resources Association (ELRA)40

• Common Language Resources and Technology Infrastructure (CLARIN)41

• META-SHARE42

The European Language Resource Coordination promotes ELRC-SHARE, a Language
Resources repository used for documenting, storing, browsing and accessing language data
and tools that are pertinent to MT and considered useful for feeding CEF eTranslation, the
European Commission’s Automated Translation platform. It currently hosts more than 2000
LRs, mainly bi- and multi-lingual corpora and terminological resources.
The European Language Grid (ELG) aspires to be Europe’s leading language technology

platform. It focuses on European languages andwill eventually include all official languages
of the European Union as well as other non-official or regional languages. The end result
will be an online catalogue of LT and resources that can be browsed, searched and explored.
Users will be able to filter and search by domains, regions, countries, languages, types of
tools or services, datasets and much more. ELG will include more than 800 functional LT
services and more than 3500 LT datasets, corpora, resources and models.
Among the European Language Resources Association (ELRA) missions are the promo-

tion of language resources for the Human Language Technology (HLT) sector and the eval-
uation of language engineering technologies. Its main objectives within this context are to
provide Language Resources through its repository, save researchers and developers the
effort of rebuilding resources that already exist, and help them identify and access these
resources. The ELRA catalogue contains resources for any language and does not differenti-
ate between European and non-European languages. At the moment it has more than 1,300
resources that can be browsed using a search engine with different search criteria such as
language, type of resource, licence, media type, etc.
Common Language Resources and Technology Infrastructure (CLARIN) is a digital in-

frastructure offering data, tools and services to support researchbased on language resources.
CLARIN language resources are divided into data and tools. A distributed infrastructure pro-
vides access to digital language data that covers various dimensions (language, modality,
time span, etc.). The CLARIN language resources can be accessed via the individual reposito-
ries or their unified catalogue, the Virtual Language Observatory (VLO).43 The VLO provides
a means to explore language resources and tools. Its easy to use interface allows for a uni-
form search and discovery process for a large number of resources from a wide variety of
domains. A powerful query syntax makes it possible to carry out more targeted searches
as well. As far as tools are concerned, the CLARIN centres offer a multitude of applications
to discover, explore, exploit, annotate, analyse or combine language data. The Language
Resource Switchboard44 can assist with finding the right language processing tool for a re-
searcher’s data. If you upload a file, or enter a URL, the Switchboard provides a step-by-step
guidance on how to process the data with a CLARIN tool.
Finally, it is worth mentioning theMETA-SHARE repository. META-SHARE is an open, in-

tegrated, secure and inter operable sharing and exchange facility for LRs (datasets and tools)
for the Human Language Technologies domain and other relevant domains where language
plays a critical role. This repository contains more than 2,800 LRs from all over the world
that can be consulted through a web search engine.
39 https://live.european-language-grid.eu/
40 http://catalogue.elra.info/en-us/
41 https://www.clarin.eu/content/language-resources
42 http://metashare.ilsp.gr:8080/repository/search/
43 https://vlo.clarin.eu
44 https://switchboard.clarin.eu/
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Outside European borders, the Linguistic Data Consortium should be highlighted. 45

LDC’s primary role is as a repository and distribution point for language resources. With
the help of its members, LDC has grown into an organisation that creates and distributes
a wide array of language resources. LDC also supports sponsored research programs and
language-based technology evaluations by providing resources and contributing ro organi-
sational expertise. Data contained in the catalogue may be consulted through a web search
engine46 and different tools developed to support evolving annotation tasks are also avail-
able.47
In addition to these repositories, some relevant multilingual public domain initiatives also

exist. To highlight a few, firstly the Common Voice Project, 48 specifically designed to encour-
age the development of ASR systems; the M-AILABS Speech Dataset, 49 for text to speech syn-
thesis; the Ryerson Audio-Visual Database of Emotional Speech and Song, 50 to promote re-
search on emotional multimedia content (available only for English); and LibriVox,51 which
is an audiobook repository that can be used in different research fields or applications.
A cursory glance at these catalogues and repositories not only gives us an idea of the

amount of resources available for European languages, but also reveals the clear inequality
between official and minority languages. Moreover, although the five European languages
with the most resources are English, French, German, Spanish and Italian, English is by far
ahead of the rest, with more than twice as many resources as the next language on the list.
If we look at the ELG catalogue, for example, English has 2,372 resources, while the second
language with the most resources, German, has only 784 resources. These five languages
are followed by official languages with the fewest number of speakers: Bulgarian, Croatian,
Czech, Danish, Dutch, Estonian, Finnish, Hungarian, Swedish, Portuguese, Polish, etc. It is
worth mentioning the case of Estonian which, with around 1 million speakers, is in very
good health in terms of resources. Languages of the European Union that do not have of-
ficial status are far behind in terms of resource development: Norwegian, Basque, Catalan,
Icelandic, Bosnian, Breton, Macedonian, etc. It is clear therefore that official status has an
impact on the extent of available resources.

4.2 Text Analysis
Authors: Rodrigo Agerri

Text Analysis (TA) aims to extract relevant information from large amounts of unstruc-
tured text in order to enable data-driven approaches to manage textual content. In other
words, its purpose is to generate structured data out of free text content by identifying facts,
relationships and entities that are buried in the textual data. TA employs a variety ofmethod-
ologies to process text, one of the most important being NLP and, more specifically, Informa-
tion Extraction.
The correct interpretation of a written text consists of correctly labeling actions or events

and their participants, as well as capturing the relations that connect them. In order to
achieve this, various types of analyses must be performed both at sentence and document
level. This process should result not only in representing the explicit information denoted
by the text, but also in discovering its implicit information. Moreover, in our increasingly
multilingual world this information should be processed in multiple languages to allow for
45 https://catalog.ldc.upenn.edu/search
46 https://catalog.ldc.upenn.edu/
47 https://www.ldc.upenn.edu/language-resources/tools
48 https://commonvoice.mozilla.org/
49 https://www.caito.de/2019/01/the-m-ailabs-speech-dataset/
50 https://zenodo.org/record/1188976
51 https://librivox.org/
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a cross-lingual and inter operable semantic interpretation. Ideally, this processing is robust
enough to provide the same accurate results in multiple application domains and textual
genres.
The best results for TA tasks are generally obtained by means of supervised, corpus-based

approaches. This means that manually annotated data is used to train probabilistic models.
This poses a major obstacle to train supervised models whenever there is not enough manu-
ally annotated data by linguists for a semantic task in a given language. In most cases, man-
ually annotating text for every single specific need is generally extremely time-consuming
and, in most cases, not affordable in terms of human resources and economic costs.
Even whenmanually annotated resources are available, a usual problem that researchers

face is that texts need to be accurately analysed at many distinct levels for a full understand-
ing. Furthermore, each of these levels are affected by ambiguous expressions that cannot be
interpreted in isolation.
To make the problemmore manageable, TA is addressed in several tasks that are typically

performed in order to preprocess the text to extract relevant information. Themost common
tasks currently available in state-of-the-art NLP tools and pipelines (see Section 3.1) include
Part-of-Speech (POS) tagging, Lemmatization, Word Sense Disambiguation (WSD), Named
Entity Recognition (NER), Named Entity Disambiguation (NED) or Entity Linking (EL), Pars-
ing, Coreference Resolution, Semantic Role Labelling (SRL), Temporal Processing, Aspect-
based Sentiment Analysis (ABSA) and, more recently, Open Information Extraction (OIE).
The correct interpretation of a given text requires capturing the meaning of each word

according to their context. WSD (Agirre and Edmonds, 2006) refers to the task of match-
ing each word with its corresponding word sense in a lexical knowledge base, like WordNet
(Fellbaum and Miller, 1998). This semantic analysis can be performed on any type of word,
such as nouns, verbs or adjectives, as well as on named entities. For common words, POS
tagging (disambiguating the morphosyntactic categories of words) is a first step that is usu-
ally performed before doing many of the other tasks mentioned above. Although this task is
considered to be practically solved with current neural language models (Akbik et al., 2019;
Devlin et al., 2019), POS tagger accuracy still degrades significantly when applied out of do-
main (Manning, 2011). Closely related to POS tagging is lemmatization (obtaining the canon-
ical word or lemma from a given word form), because it has traditionally been considered
that POS tagging (or fine-grained morphological information) is crucial in order to develop
lemmatizers.
If we consider proper names, the NER (Tjong Kim Sang, 2002) task focuses on labeling

entities with general semantic categories like person, organisation or place. However, the
semantic interpretation of a sentence does not only depend on themeaning of thewords. SRL
(Carreras and Màrquez, 2004) tries to discover the predicates and their semantic roles in a
sentence. In other words, who did what, when and where in a sentence. LikeWSD, its aim is
to label each element of the sentence with knowledge taken from a semantic source, such as
FrameNet (Ruppenhofer et al., 2006), PropBank (Kingsbury and Palmer, 2002) or NomBank
(Gerber and Chai, 2010), that describes predicate structures including roles as Agent, Patient
or Location. Another more recent approach attempts to identify such semantic structures
without depending on a particular semantic knowledge base, a task which is known as Open
Information Extraction (OIE) (Stanovsky and Dagan, 2016).
For a text analysis system to be able to recognise, classify and link every mention of a

specific named entity in a document, several tasks are considered, namely, NER, NED and
Coreference Resolution. A named entity can appear in a great variety of surface forms. For
instance, Barack Obama, President Obama, Mr. Obama, etc. could refer to the same person.
Moreover, the same surface form can reference a variety of named entities. Therefore, to
provide an adequate and comprehensive account of named entities in a text, a system must
recognise a named entity, classify it as a type (e.g, person, location, organization, etc.), and
recognise every form of the same entity even in multiple languages (Ratinov and Roth, 2009;
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Turian et al., 2010; Agerri and Rigau, 2016; Lee et al., 2017; Akbik et al., 2019; Joshi et al., 2019;
Cao et al., 2021).
SRL involves the recognition of semantic arguments of predicates. Conventional seman-

tic roles include Agent, Patient, Instrument or Location. Many lexical databases currently
contain complete descriptions of the predicate structure inclusive of its semantic roles and
annotations in corpora (see, for example, FrameNet, PropBank, Predicate Matrix (Lopez de
Lacalle et al., 2016), etc.). More recently, research is also focusing on Implicit SRL (ISRL),
where the hope is to recover semantic roles beyond the syntactically close context of the
predicates. Indeed, Gerber and Chai (2010) pointed out that solving implicit arguments can
increase the coverage of role structures by 71%. Traditionally, tasks such as SRL or Corefer-
ence Resolution (Pradhan et al., 2012) required intermediate linguistic annotations provided
by constituent (Collins, 2003) or dependency parsing (Straka, 2018), POS tagging and NER,
among others.
Once the main events are identified, Temporal Processing aims to capture and structure

Temporal Information. This consists of 1) identifying and normalising any temporal expres-
sion and event in the text and 2) establishing the temporal order in which the events oc-
curred, as defined by the TempEval3 shared evaluation task (UzZaman et al., 2013).
To summarise, Text Analysis is crucial for establishing ”who didwhat, where andwhen”, a

technology that has proved to be key for applications such as Information Extraction, Ques-
tion Answering, Summarisation and nearly every linguistic processing task involving any
level of semantic interpretation. Once the relevant information has been extracted, events
can be annotated via Opinion Mining and ABSA, with the opinions and expressed polarity
(positivity or negativity) referring to each event and its participants (Vossen et al., 2016).
ABSA seeks to identify opinionated text content as well as obtain the sentiments (positive,
neutral, negative) of the opinions, the opinion holders and targets (e.g. the particular as-
pect/feature of a product/event being evaluated) (Agerri et al., 2013; Pontiki et al., 2014).
Note that of all the Text Analysis tasks mentioned in this section, only POS tagging and, to

a certain degree, NER, did not require intermediate linguistic information. Every other task
usually depends on at least POS tags, constituent or dependency trees, NER andNED to obtain
competitive systems. This is reflected in the traditional Text Analysis pipelines mentioned in
Section 3.1.
Today, all these tasks are addressed in an end-to-end manner. This means that, even for

a traditionally complex task such as Coreference Resolution (Pradhan et al., 2012), current
state-of-the-art systems are based on an approach in which no extra linguistic annotations
are required. These systems usually employ Recurrent Neural Network (LSTMs) and static
word embeddings, such as Word2vec (Mikolov et al., 2013b), or on newer large pretrained
Transformer language models such as BERT (Lee et al., 2017; Devlin et al., 2019; Joshi et al.,
2019). Similarly, most current state-of-the-art Text Analysis toolkits including AllenNLP and
Trankit, among others (Gardner et al., 2018; Nguyen et al., 2021) use a highly multilingual
end-to-end approach. Avoiding intermediate tasks has aided in mitigating the common cas-
cading errors problem that was pervasive in more traditional TA pipelines. As a conse-
quence, the appearance of end-to-end systems has helped bring about a significant jump
in performance across every TA task.52

4.3 Speech Processing
Authors: Inma Hernaez, Eva Navas, Jon Sanchez, Ibon Saratxaga

Speechprocessing aims at allowinghumans to communicatewith electronic devices through
voice. This entails developing machines that understand and generate not only oral mes-
52 https://nlpprogress.com/
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sages, but also all the additional information that we can extract from the voice, like who is
speaking, their age, their personality, their mood, their satisfaction with a service, etc. Some
of the main areas in speech technology are Text to Speech Synthesis (TTS), Automatic Speech
Recognition (ASR) and Speaker Recognition (SR).
TTS attempts to produce the oral signal that corresponds to an input text with an intel-

ligibility, naturalness and quality similar to a natural speech signal. Statistical parametric
speech synthesis techniques (Zen et al., 2009) generated speech bymeans of statisticalmodels
trained to learn the relation between linguistic labels derived from text and acoustic param-
eters extracted from speech by means of a vocoder. HMM (Hidden Markov Models) (Black
et al., 2007), and more recently DNN (Deep Neural Networks) (Ze et al., 2013), have been
used as statistical frameworks. Various network architectures have been tested, such as
feed-forward networks (Qian et al., 2014), recurrent networks (Fan et al., 2014) andWaveNet
(Oord et al., 2016). Among the criteria used for training, the most common is minimum gen-
eration error (Wu and King, 2016), although recently newmethods based on Generative Ad-
versarial Networks (GAN) (Saito et al., 2017) have been proposed with excellent results in
terms of naturalness of the produced voice. A good review on possible strategies to utilise
DNNs for the generation of speech acoustic parameters may be found in Ling et al. (2015).
Lately, the most favoured approach to speech systems is to substitute the whole chain in

the TTS systems by DNNs (Ning et al., 2019). Deep Voice (Arik et al., 2017) was the first sys-
temwhere all the steps in the TTS systemwere implemented by means of DNNs. The quality
of the generated voices was inferior to that obtained with WaveNet, so several improve-
ments were proposed, such as Deep Voice 2 (Gibiansky et al., 2017) and 3 (Ping et al., 2018),
where WaveNet could be used as a neural vocoder to analyse and synthesise the acoustic
signal. Another approach that can be consideredmore end-to-end is Char2Wav (Sotelo et al.,
2017), although it still concatenates twomodules: the first predicts acoustic parameters from
text and the second, a neural vocoder, generates a waveform from these parameters. Full
end-to-end architectures have also been proposed, including Tacotron (Wang et al., 2017c),
Tacotron2 (Shen et al., 2018), FastSpeech (Ren et al., 2019), FastSpeech 2 (Ren et al., 2020)
and ClariNet (Ping et al., 2019). These systems are able to produce spectrograms from text,
which are then converted to speech using the Griffin-Lim algorithm (Griffin and Lim, 1984),
WaveNet or other neural vocoders such asWaveGlow (Prenger et al., 2019) andMelGAN (Ku-
mar et al., 2019). The systems provide outstanding results in terms of the quality of the gen-
erated voices, but require large amounts of high quality recordings to be trained properly.
Currently, efforts are being made to deploy these systems for low-resource languages by im-
proving data efficiency (Chung et al., 2019), applying transfer learning (Chen et al., 2019b) or
training multilingual models (Zhang et al., 2019c).
ASR the ability to produce a textual transcription from a computer’s speech signal, has

been long sought after in the speech processing field. The intrinsic difficulty of the task has
required a step-by-step effort, with increasingly ambitious objectives: from discrete word,
speaker dependent and reducedvocabulary systems to continuous speaker-independent recog-
nition. Only in the last two decades has this technology jumped from the laboratory to in-
dustry. The first of these commercial systems were based on statistical models, namely the
HMMs53 In these systems, the speech signal is considered a short term stationary signal, and
in this scale each stationary part is modelled by a hidden state of the Markov chain. Usually,
each hidden state models a spectral representation of the sound wave by means of a Gaus-
sian Mixture Model (GMM). Additionally, the actual language of the recogniser also has to be
modelled and n-grams (Markowitz, 1995) are the usual choice among the statistical language
models.
This technology was the standard during the first decade of the century. But in the 2010s,

53 See Juang and Rabiner (2005) for a brief review and (Gales and Young, 2008) for a comprehensive description of
this technology.
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the increase of computing power and the ever-growing availability of training data allowed
for the introduction of DNN techniques for ASR. The first attempts to adopt neural networks
consisted in extracting parameters from speech using discriminatory trained feed-forward
neural networks, also known as the tandem approach (Morgan, 2011). Other methods built
on the traditional HMM-GMM architecture, replacing the GMMs by DNNs for acoustic mod-
elling (Hinton et al., 2012). Open source tools like Kaldi (Povey et al., 2011) boosted the re-
search and development of large vocabulary ASR systems.
More recently, end-to-end or fully differentiable architectures have appeared that aim to

simplify a training process that is capable of exploiting the increasing available data. In these
systems, a DNNmaps the acoustic signal at the input directly to the textual output. Thus, the
neural network models the acoustic information, the time evolution and some linguistic in-
formation, training everything jointly (Graves and Jaitly, 2014; Chorowski et al., 2015; Chan
et al., 2016; Lu et al., 2016). Currently there are two general approaches for these systems.
The first is the Connectionist Temporal Classification (CTC) (Graves and Jaitly, 2014; Miao
et al., 2015; Chiu et al., 2018), which applies a Recurrent Neural Network (RNN) and a CTC
output layer. The CTC is an objective function inspired by dynamic programming that avoids
the need for any prior alignment between input and target sequences. The second approach
is based on encoder-decoder neural networks with attention mechanisms. In these systems
an input neural network, the encoder, models the acoustic input, generating an internal rep-
resentation and another neural network, the decoder, generates the textual sequence from
this internal representation (Chorowski et al., 2015; Chan et al., 2016). New architectures,
in the form of transformers (Gulati et al., 2020; Huang et al., 2020; Wang et al., 2020) and
teacher-student schemes (Zhang et al., 2020d; Liu et al., 2021a), have also been applied with
great success to the ASR problem.
A similar evolution has taken place in the area of SR. Part of the widespread emergence of

biometric identification techniques, exemplified by the now commonplace ability to unlock a
smartphonewith a fingerprint or an iris, speaker recognition involves the automatic identifi-
cation of people based on voice recordings. Two variants exist today: the speaker identifica-
tion task, which identifies the speaker of an utterance froma known speaker set, and speaker
verification, which determines if the speaker of an utterance matches the given enrolment.
Classic speaker recognition techniques involve two steps: parameter extraction (first using
mainly spectral magnitude parameters (Furui, 1981; De Leon et al., 2012) and later applying
i-vectors (Dehak et al., 2010)) and classification itself (based on likelihood rates, primarily
GMMs (Greenberg et al., 2014)). Nowadays, the classical systems have been outperformed
by end-to-end neural networks based systems, which are being improved using widespread
databases (Nagrani et al., 2017) and enforcing research (Nagrani et al., 2020), getting better
recognition rates by means of new network architectures and techniques (Ding et al., 2020;
Safari et al., 2020; Zhang et al., 2020c).

4.4 Machine Translation
Authors: Iakes Goenaga, Nora Aranberri, Gorka Labaka

Language can be considered the main means of communication for humans, a tool that
allows us to present and express the ideas in our minds. There are over 6,500 languages
in the world, which reflects the rich linguistic diversity of our cultures, but also points to
the potential difficulty for people to understand one another, as such a large number of lan-
guages makes it impossible for an individual to master them all. To overcome this challenge,
translation has long been used to convey meanings from one language to another.
MT is the automatic translation from one natural language into another using computers.

Since its first implementation (Weaver, 1955) it has remained a key application in the field
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of Natural Language Processing (NLP).
While a number of approaches and architectures have been proposed and tested over the

years, recently Neural Machine Translation (NMT) has become the most popular paradigm
for MT development both within the research community (Bahdanau et al., 2015; Cho et al.,
2014; Sutskever et al., 2014; Vaswani et al., 2018; Liu et al., 2020b; Zhu et al., 2020) and as
large-scale production systems (Wu et al., 2016). This is due to the good results achieved by
NMT systems, which attain state-of-the-art results for many language pairs (Cettolo et al.,
2015; Ansari et al., 2020). NMT systems use distributed representations of the languages
involved, which enables end-to-end training of the systems. And this is precisely one of the
main reasons for their success. If we compareNMT systemswith classical statisticalmachine
translation models (Koehn et al., 2007; Callison-Burch et al., 2009b), we see that they do not
require word aligners, translation rule extractors, and other feature extractors; the Embed -
Encode - Attend - Decode paradigm is the most common NMT approach (Vaswani et al., 2017;
Yang et al., 2020; You et al., 2020; Zhang et al., 2020b).
Thanks to current advances in NMT it is common to find systems that can easily incorpo-

rate multiple languages simultaneously. We refer to these types of systems as Multilingual
NMT systems (MNMT). The principal goal of an MNMT system is to translate between as
many languages as possible by optimising the linguistic resources available. Multilingual
NMT models (Aharoni et al., 2019; Bérard et al., 2020; Zhang et al., 2020a) are interesting for
the research community for several reasons. On the one hand, they can address translations
among all the different languages involved within a single model, which significantly re-
duces training time and facilitates deployment in production systems. On the other hand, by
reducing operational costs, multilingual models achieve better results than bilingual models
for low- and zero-resource language pairs: training is performed jointly and this generates
a positive transfer of knowledge from high(er)-resource languages (Aharoni et al., 2019; Ari-
vazhagan et al., 2019a; Escolano et al., 2019; Hokampet al., 2019). This phenomenon is known
as translation knowledge transfer or transfer learning (Zoph et al., 2016; Nguyen and Chiang,
2017; Aji et al., 2020; Kocmi, 2020).
As mentioned, transfer learning has been regularly used for translation between low-

resource languages that have few parallel corpora or other linguistic resources, but which
can benefit from the linguistic resources of other languages. However, these systems have
not as yetmatched the results attained by bilingualmodels (Johnson et al., 2017b) because the
model capacity must be split between different languages (Arivazhagan et al., 2019b). This
challenge has been eased by increasing model capacity (Aharoni et al., 2019; Zhang et al.,
2020a). Nevertheless, these models need to learn from even larger multilingual datasets,
which are time-consuming and difficult to compile. To overcome this obstacle, or rather
avoid it, most research thus far has focused primarily on English, the best resourced lan-
guage, neglecting research for other language combinations.
A few efforts are emerging that aim to tackle the issue. To mention one, Fan et al. (2021)

create several MNMT models by building a large-scale many-to-many dataset for 100 lan-
guages. They significantly reduce the complexity of this task, employing automatic building
of parallel corpora (Artetxe and Schwenk, 2019; Schwenk et al., 2021) with a novel data min-
ing strategy that exploits language similarity in order to avoid mining all directions. The
method allows direct translation between 100 languages without using English as a pivot.
Interestingly, it performs as well as bilingual models on many competitive benchmarks, in-
cluding theWMT campaigns. In addition, they take advantage of backtranslation to improve
the quality of their model on zero-shot and low-resource language pairs. Specifically, they
create the first true many-to-many dataset by collecting 7.5B training sentences for 100 lan-
guages, facilitating direct training data for an extensive number of translation directions.
For resource-intensive language pairs, NMT systems have even claimed human parity in

translation quality (Hassan et al., 2018; Toral et al., 2018). However, subsequent analyses
have shown that this supposed parity was the consequence of certain features of the evalua-
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tion process, among them, that evaluators rated the translation quality at sentence level. In
contrast, when the evaluation is done taking context into account, that is, by showing evalu-
ators the whole document where the translated sentence belongs, machine translations lag
behind human-generated translations (Läubli et al., 2018). This comes as no surprise given
that NMT systems work at sentence level and, unlike human translators, do not consider
linguistic phenomena that require a larger context when producing translations.
Therefore, in recent years, a new research line has attempted to extend the translation

context to respond to this challenge. These newly proposed systems integrate the context
directly into the model through different techniques, which can be divided into two main
categories: those that modify the architecture of the neural network and those that only
change the data that is input into the neural network.
Efforts that stem out of the first category modify the original neural network architecture

by adding a context encoder. The context fed into the additional encoder usually consists of
one or more sentences preceding the one to be translated (Voita et al., 2018). These architec-
tures are limited in that they need parallel corpora with contextual information. To over-
come this limitation, a two-step approach is applied, i.e. the new architecture is initialised
with the parameters of a previously trained sentence-level systemand then afine-tuning step
is performed using contextual information (Miculicich et al., 2018; Maruf et al., 2019; Yamag-
ishi and Komachi, 2019). The modelling capabilities demonstrated by sentence-level atten-
tion mechanisms are also being explored for document-level translation. Jiang et al. (2019),
for example, include Memory Networks in the NMT architecture to model inter-sentence at-
tention, and thus, extract the most relevant discursive information in an extended context.
This method has obtained significant improvements over robust Transformer-like systems.
The second modelling approach involves extending the information fed into the neural

network without altering the neural network architecture (Tiedemann and Scherrer, 2017;
Agrawal et al., 2018; Scherrer et al., 2019). This is mainly done by concatenating the sentence
to be translatedwith the context. In Tiedemannand Scherrer (2017), although improvements
in the automatic metrics are marginal, manual evaluation confirms that the system uses
referential expressions between different sentences correctly.

4.5 Information Extraction and Information Retrieval
Authors: Aitor Soroa

Deep learning has had a tremendous impact on Information Retrieval (IR) and Informa-
tion Extraction (IE). These are two of the oldest research topics in NLP, as early researchers
realized the importance of retrieving and extracting structured information from textual
sources.
The goal of IR is tomeet the information needs of users by providing themwith documents

or text snippets that contain answers to a given query. IR is a mature technology that has
allowed for the development of search engines worldwide. The area has been largely domi-
nated by classicmethods based on vector spacemodels that usemanually created sparse rep-
resentations such as TF-IDF or BM25 (Robertson and Zaragoza, 2009), but recent approaches
that depend on dense vectors and deep learning have shown promising results (Karpukhin
et al., 2020; Izacard and Grave, 2021b; Yamada et al., 2021). Karpukhin et al. (2020) propose
DPR (Dense Passage Retrieval), a method that relies on BERT (Devlin et al., 2019) to encode
documents and queries into fixed-size representations, which are then queried using nearest
neighbor techniques. One drawback of DPR is that it requires considerable memory due to
the massive size of its passage index. To address this, Yamada et al. (2021) propose a method
based on binary codes to represent the passage index in a compact way, which leads to a
97% reduction in the original size while maintaining good results. Dense representations

WP1: European Language Equality – Status Quo in 2020/2021 19



D1.2: Report on the state of the art in LT and Language-centric AI

are often combined with Question Answering techniques to develop systems that are able to
directly answer specific questions posed by users, either by pointing at text snippets that an-
swer the questions (Karpukhin et al., 2020; Izacard and Grave, 2021b,a; Yamada et al., 2021)
or by generating the appropriate answers themselves (Lewis et al., 2021).
Information Extraction aims to derive structured information (often in the formof triplets)

from text. Typically, IE systems recognize the main events described in a text, as well as the
entities that participate in those events. Modern techniques on event extractionmostly focus
on two central challenges: a) learning textual semantic representations for events in event
extraction (both at sentence and document level) and b) acquiring or augmenting labeled in-
stances for model training (Liu et al., 2020a). Regarding the former, early approaches relied
on manually coded lexical, syntactic and kernel-based features (Ahn, 2006). With the de-
velopment of deep learning, however, researchers have employed various neural networks,
including CNNs (Chen et al., 2015b), RNNs (Nguyen and Grishman, 2016) and Transform-
ers (Yang et al., 2019). Data augmentation has been traditionally performed by using meth-
ods such as distant supervision or employing data from different languages to improve IE on
the target language. The latter is especially useful when the target language does not have
many resources. Deep learning techniques utilized in NMT (Wei et al., 2017; Liu et al., 2018)
and pretrained multilingual LM models (Liu et al., 2019) have also helped in this task.
Another important task within IE is so-called Relation Extraction (RE), whose goal is to

predict, if any, the semantic relationship between two entities. The best results to date on RE
are obtained by fine-tuning large pretrained LMs, which are supplied with a classification
head. Joshi et al. (2020) pretrain a LM by randomly masking contiguous spans of words,
allowing it to learn to recognize span-boundaries and thus predict the masked spans. LUKE
(Yamada et al., 2020) includes a pretraining phase to predict Wikipedia entities in text and
uses entity information as an additional input. K-Adapter (Wang et al., 2021) freezes the
parameters of a pretrained LM and utilizes Adapters to leverage factual knowledge from
Wikipedia as well as syntactic information in the form of dependency parsing.
As with general IE, one of the most pressing problems in IE is the scarcity of manually

annotated examples in real world applications, particularly when there is a domain and
language shift. In such circumstances, the aforementioned methods perform poorly (Schick
and Schütze, 2021a). In recent years, new methods have emerged that only require a few
examples (few-shot) or no examples at all (zero-shot). Prompt-based learning, for instance,
proposes to use task and label verbalizations that can be designed manually or learned au-
tomatically (Puri and Catanzaro, 2019; Schick and Schütze, 2021b,a) as an alternative to tra-
ditional fine-tuning (Gao et al., 2021; Le Scao and Rush, 2021). In these methods, the inputs
are augmented with prompts and the LM objective is used in learning and inference. Brown
et al. (2020) obtain good results by including the task descriptions along with input examples
when pretraining a LM. In addition, (Schick and Schütze, 2021b,a; Tam et al., 2021) propose
fine-tuning the prompt-based LMs on a variety of tasks.

4.6 Natural Language Generation and Summarization
Authors: German Rigau

Text generation, which is often formally referred as Natural Language Generation (NLG),
has become one of the most important yet challenging tasks in NLP (Gehrmann et al., 2021).
NLG is the task to automatically generate understandable texts, typically using anon-linguistic
or textual representation of information as input (Reiter and Dale, 1997; Gatt and Krahmer,
2018; Li et al., 2021a). Example applications that generate new texts from existing (usually
human-written) text include MT from one language to another (see subsection 4.4), fusion
and summarization, simplification, text correction, paraphrases generation, question gener-

WP1: European Language Equality – Status Quo in 2020/2021 20



D1.2: Report on the state of the art in LT and Language-centric AI

ation, etc. Often, however, it is necessary to generate texts which are not grounded in exist-
ing ones. With the recent resurgence of deep learning, various works have been proposed
to solve text generation tasks based on different neural architectures (Li et al., 2021b). One
of the advantages of these neural models is that they enable end-to-end learning of semantic
mappings from input to output in text generation. Existing datasets for most of supervised
text generation tasks are rather small (except MT). Therefore, researchers have proposed
various methods to solve text generation tasks based on pretrained language models. Pre-
trained on large-scale corpus, these neural language models are able to encode massive lin-
guistic and world knowledge accurately and express in human language fluently, both of
which are critical abilities to fulfill text generation tasks. For text generation tasks, some
of the pretrained language models utilize the standard Transformer architecture following
the basic encoder-decoder framework, while others apply a decoder-only Transformer (see
3.2). Transformermodels such T5 (Raffel et al., 2020) and BART (Lewis et al., 2020) or a single
Transformer decoder block such as GPT (Brown et al., 2020) are currently standard architec-
tures for generating high quality text.
With the rapid growth of enormous information generated each day on the internet, peo-

ple are overwhelmed by this great amount of information (Gambhir and Gupta, 2017). Thus,
summarizing techniques are becoming more and more popular and needed under the con-
text of the information era for this task. A summary is the short version text produced from
a single source ormultiple sources while it conveys themain points of the original texts. The
purpose of automatic text summarization is to create methods to produce this summary effi-
ciently and precisely. Since the advent of text summarization in 1950s, researchers have
been trying to improve techniques for generating summaries so that machine-generated
summary matches with the human-made summary. Summaries can be generated through
extractive as well as abstractive methods. An extractive method can be formulated as a se-
quence classification problem. Sequences are classified into two categories, summary sen-
tence or non-summary sentence. This simple approach produces summaries in an extractive
way. Several extractive approaches have been developed for automatic summary generation
that implement a number ofmachine learning and optimization techniques (Xu and Durrett,
2019). Abstractive methods are more complex as they need natural language understanding
capabilities. Abstractive sumarization produces an abstract summarywhich includes words
and phrases different from the ones occurring in the source document. Therefore, an ab-
stract is a summary that consists of ideas or concepts taken from the original document but
are re-interpreted and shown in a different form (Du et al., 2021). Now, both approaches can
be modeled using advanced Transformers (Liu and Lapata, 2019).

4.7 Human-Computer Interaction
Authors: Arantxa Otegi, Eneko Agirre

The demand for technologies that enable users to interact with machines at any time uti-
lizing text and speech has grown, motivating the use of conversational systems known as
Dialogue Systems. Such systems allow the user to converse with computers using natural
language and include Siri,54 Google Assistant,55 and Amazon Alexa,56 among others. Dia-
logue systems can be divided into three groups: task-oriented systems, conversational agents
(better known as chatbots) and interactive question answering systems.
The distinguishing features of task-oriented dialogue systems are that they are oriented

to perform a concrete task in a specific domain and their dialogue-flow is defined and struc-

54 https://www.apple.com/es/siri/
55 https://assistant.google.com/
56 https://www.amazon.com
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tured beforehand. For example, such systems are used to book a table at a restaurant, to call
someone or check the weather forecast. The classical implementation of this type of system
follows a pipeline architecture based on three modules.
The first one is the NLU module, whose aim is to identify the user intent and extract slots

or concepts from the user utterance. The former objective is handled as a sentence classifi-
cation task and employs different classification techniques, such as Support VectorMachines
(Chelba et al., 2003) or neural network-based methods (Sarikaya et al., 2011). Slot extraction
relies on sequence labelling approaches, exemplified by Conditional Random Field (Hahn
et al., 2010; Wang et al., 2011) or RNN-based algorithms (biLSTM with CRF layer (Yao et al.,
2014; Mesnil et al., 2015), for instance). More recently, different methods based on neural
networks have been proposed to train a model for intent identification and slot extraction
jointly (Mesnil et al., 2013; Xu and Sarikaya, 2013; Guo et al., 2014; Liu and Lane, 2016; Zhang
and Wang, 2016; Goo et al., 2018). Schuster et al. (2019) present a multilingual dataset (En-
glish, Spanish and Thai) for slot extraction and use it to evaluate various cross-lingual trans-
fer learning methods. Turning to MT and multilingual language models, López de Lacalle
et al. (2020) propose two approaches for languages that have no training data for intent clas-
sification and slot extraction, through which they constructed a publicly available Basque
dataset.
The next module, the dialogue manager, decides the dialogue policy, that is the next step

to be taken by the agent (McTear et al., 2005; van Schooten et al., 2007). It analyzes whether
the current informationprovidedby theuser is enough tofinish the task, decides if additional
information should be requested and offers the user several options. The dialogue manager
relies on an ontology that describes the slots in the domain and on a set of dialogue acts that
define the steps to be taken by the dialogue manager (Austin, 1962). Dialogue managers are
generally implemented using manual rules or statistical approaches that learn from richly
annotated dialogues (Levin et al., 1998; Young et al., 2013).
The third module performs the NLG and its objective is to generate the text of an answer

for the user. Classical dialogue systems used rule-basedmethods or statistical languagemod-
els based on phrases (Mairesse et al., 2010) or semantic trees (Dethlefs et al., 2013). Presently,
algorithms based on neural networks are being proposed to focus on diverse issues in NLG:
extend an LSTM to manage the semantics of an answer (Wen et al., 2015), extend a encoder-
decoder architecture using a coarse-to-fine aligner to manage the content selection prob-
lem (Mei et al., 2016), exploit data counter fitting for the cases where there is insufficient
in-domain training data available (Wen et al., 2016), train a variational autoencoder in an
unsupervised way and use it to sample texts from the latent space (Bowman et al., 2016; Se-
meniuta et al., 2017), apply a sequence-to-sequence architecture with attention to generate
deep syntax dependency trees in addition to text.
Classical dialogue systems used to train and evaluate these 3 modules separately. Alter-

natively, more recent systems rely on end-to-end trainable architectures based on neural
networks (Zhao and Eskenazi, 2016; Bordes et al., 2017; Li et al., 2017; Wen et al., 2017).
The goal of conversational agents is to carry out engaging open-domain conversations,

often by emulating the personality of a human (Zhang et al., 2018). The Alexa prize,57 for
instance, focused on building agents that could hold a human in conversation as long as
possible. These kinds of agents are typically trained in conversations mined from social
media using end-to-end neural architectures such as encoder-decoders (Serban et al., 2017).
Interactive question answering systems try to respond to user questions by extracting

answers from either documents (Rajpurkar et al., 2018) or knowledge bases (Yu et al., 2018b).
In order to be able to have meaningful interactions, interactive question answering systems
have a simple dialogue management procedure taking the previous questions and answers
into account (Choi et al., 2018). The core technology is commonly based on pretrained lan-

57 https://developer.amazon.com/alexaprize
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guage models such as BERT (Devlin et al., 2019), where some mechanism is included to add
context representation (Huang et al., 2019).

5 Domain Sectors
Natural language is the most common and versatile way for humans to convey information.
We use language, our natural means of communication, to encode, store, transmit, share
andmanipulate information. In fact, most of the digital information available appears in the
form of documents (written or spoken) in multiple languages, representing a challenge for
any organization that wants to exploit and process its information. However, the language
and background knowledge is different in the different domains of application. However, LT
usually need of some kind of adaptation when they are used in specific domains such as the
health, education, legal, finance, media, etc. (Ramponi and Plank, 2020) This section presents
the state-of-the art in LT of some the most relevant domain sectors for LT namely, Health in
section 5.1, Education in section 5.2 and Legal domain in section 5.3.

5.1 Health
Authors: Arantza Casillas, Aitziber Atutxa, Josu Goikoetxea, Koldo Gojenola, Maite Oronoz,
Alicia Pérez, Olatz Perez de Viñaspre

In this section we introduce the resources available within the medical domain (corpora,
embeddings and knowledge bases), followed by a reviewof relevant tasks and current trends
in LT in the health domain.
We can distinguish between three main types of medical corpora depending on the origi-

nal source they were obtained from: scientific reviews, clinical narratives and social media.

• Scientific corpora: many scientific articles and abstracts are freely available thanks to
the PubMed portal of the National Library of Medicine (NLM). In addition, other initia-
tives such as HAL58 and ISTEX,59 HON,60 CISMEF61 and others provide generic portals
for accessing medical and scientific publications. Some existing scientific corpora also
offer annotations and categorizations, including PoS-tagging and negation. These are
often built for the purposes of shared tasks.

• Clinical corpora: composed of Electronic Health Records (EHRs), these kinds of cor-
pora are typically created in collaboration with Healthcare systems. For ethical rea-
sons, even after a data anonymization process, it is rare to obtain permission to dis-
tribute this sort of medical data and it is therefore seldom freely available for research.
The most well-known English corpus is perhaps the Medical Information Mart for In-
tensive Care (MIMIC) available from the Physionet portal.62 Similarly, Informatics for
Integrating Biology and the Bedside (i2b2)63 is an NIH-funded initiative that promotes
the development and testing of NLP tools for English-language documents. Several En-
glish corpora can be found at this portal. With respect to languages other than English,
CLEF-eHEALTH challenges provide annotations for disorder detection and abbrevia-
tion normalization for various languages, including, English, French, Italian, German
and others.

58 https://hal.archives-ouvertes.fr/?lang=en
59 https://www.istex.fr/
60 https://www.hon.ch/en/
61 https://www.cismef.org/cismef/
62 https://www.i2b2.org/
63 https://portal.dbmi.hms.harvard.edu/projects/n2c2-nlp/
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• Socialmedia corpora: one important source for biomedical and public health applica-
tions is the Social Media Mining for Health shared tasks (SMM4H). SMM4H task-related
corpora are composed of different corpora depending on task and subtask. For exam-
ple, Cadec, a corpus of adverse drug event annotations,64 RuDREC corpus,65 PsyTAR
dataset, 66 and TwiMed corpus annotated medical Entities.67

The use of embeddings in the medical domain has escalated in recent years, leading to a
wide variety of models. Distributional models, including word2vec (Mikolov et al., 2013b),
Glove (Pennington et al., 2014) or FastText (Bojanowski et al., 2017), have been extensively
utilized by the NLP community both for general purpose tasks and in the medical domain,
improving state-of-the-art results. These are the so-called static embeddings.68 Lately, dy-
namic embeddings such as BERT (Devlin et al., 2019) and ELMo (Peters et al., 2018) have
nearly replaced the former, enhancing the state of the art even further. Needless to say that
in the biomedical domain these dynamic representations are currently widely used.
Regarding static embeddings, models that incorporate semantic and syntactic informa-

tion from medical domain text corpora at the word level have been used to create embed-
dings at the word level (Moen and Ananiadou, 2013; Chiu et al., 2016; Liu et al., 2015; Zhao
et al., 2018; Khattak et al., 2019) as well as at the subword level (Rei et al., 2016; Karmakar,
2018; Le et al., 2018; Zhang et al., 2019b). Note that the latter could be used to induce OOVs or
rare words with very few appearances. Other authors have enriched the text embeddings
with knowledge-based information (Yu et al., 2016b; Zhang et al., 2019b), thus combining
the semantic information from the two mentioned sources into hybrid embeddings. Addi-
tionally, research has also focused on the conceptual level (CUIs), encoding the biomedical
knowledge structure in a vector space (Vine et al., 2014; Choi et al., 2016; Beam et al., 2019). A
final group of static embeddings are code embeddings, that is, distributional representations
that encode medical codes such as diagnoses, procedures or drugs in a single vector space
(Choi et al., 2016; Che et al., 2017; Cai et al., 2018).
Dynamic embeddings in the biomedical domain have also achieved state-of-the-art re-

sults with models such as BioBERT (Lee et al., 2019) and Bio_ClinicalBERT (Alsentzer et al.,
2019) by focusing their pretraining process on domain-specific corpora (in English).
During language model pretraining, the representation of the words is learned from some

given corpus. In this case, if a concept is missing from the corpus the language model will
not be able to produce a meaningful representation. This problem is critical, especially in a
low-resource setting like the clinical domain. Many knowledge bases are available today,
each with a specific focus on medicine or tasks. The Unified Medical Language System69

(UMLS) (Bodenreider, 2004) integrates more than 100 of those Knowledge Bases with map-
pings among them, so one can see UMLS as a whole. There are over 4.4M concepts and
16M concept names (or terms), most of them in English (70.88%). But another 25 languages,
including Portuguese (2.64%), French (2.69%) and Spanish (9.94%), are also present with
much smaller coverage. Of its over 150 sources, SNOMED CT (Donnelly et al., 2006) is UMLS’s
largest. The Standarized Nomenclature of Medicine - Clinical Terms70 (SNOMED-CT) is a sys-
tematically organized computer processable collection of medical terms providing concepts,
synonyms and relations between concepts. It is considered the most comprehensive multi-
lingual clinical healthcare terminology in the world. The International Classification of Dis-
eases71 (ICD), also included in UMLS, is the reference term classification for death reasons,
64 https://github.com/gabrielStanovsky/CADEC-for-NLP
65 https://github.com/cimm-kzn/RuDReC
66 https://www.askapatient.com/
67 https://github.com/nestoralvaro/TwiMed
68 Each word has a unique distributional representation.
69 https://www.nlm.nih.gov/research/umls/index.html
70 https://www.snomed.org/
71 https://www.who.int/standards/classifications/classification-of-diseases
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diagnostics and proceedings all over the world hospitals.
Having reviewedmeaningful resources for the clinical domain, we shall now focus on rele-

vant tasks. The basis of any further higher-level processing inmedical NLP rests on NER and
NER Classification (NERC). Even though these basic problems have been solved with scores
over 90% for several languages (Lee et al., 2019; Kanakarajan et al., 2021), the mere recogni-
tion and classification of entities in a reduced set of classes (diseases, drugs, symptoms, …) is
not enough, as medical texts can present a high orthographic variation, and therefore Nor-
malization or Entity Linking is essential to accurately process medical texts. As an example,
the disease “Type 2 diabetesmellitus” (standard name) can appear inmultiple forms, includ-
ing “Diabetes Mellitus 2”, “Diab. Mel. II”, “DM Type 2”, “DM2”, etc. In order to univocally
refer to the same disease, concept identifiers from a medical ontology are needed. Indeed,
in the aforementioned example, SNOMED-CT “C0011860” concept unifies all these variants
into a single meaning. Given the considerable number of concepts (352,667 in SNOMED-CT),
medical NER entails a significant challenge in practice, made all the more difficult by the
scarcity of annotated data to automatically aid in the assignment of these identifiers.
Automatic coding classification tasks are next on our list of relevant tasks in themedical do-

main. Stanfill et al. (2010) carried out a systematic literature review of automated coding and
classification clinical systems. Towards the classification of EHRs, a different shared task
has been addressed for the codification of clinical documents with the International Classifi-
cation of Diseases (ICD). Examples include: in 2018 CLEF (Névéol et al., 2018) for documents
written in Italian, French and Hungarian; in 2019 for animal experiment (Kelly et al., 2019)
summaries written in German; in 2020 the CodiEsp task at CLEF (Miranda-Escalada et al.,
2020) for documents written in Spanish. Farkas and Szarvas (2008) presented an early state-
of-the-art in ICD systems based on rules. The latest trends, in contrast, are generally based on
languagemodels (Silvestri et al., 2020; Velichkov et al., 2020) and integrate enhancedMachine
Learning algorithms (Almagro et al., 2020; Blanco et al., 2020), although there are approaches
that promote dictionary lookup as well (Cossin and Jouhet, 2020).
The best performing NLU systems are based on deep neural methods that have been crit-

icized for their opaque nature. In this context, a new research stream is arising that en-
courages explainable AI (Nguyen-Duc et al., 2021). Explainable AI is opening new and rele-
vant horizons, particularly in the development of clinical decision support systems. Medical
professionals must be able to understand how and why a machine decision has been made
(Holzinger et al., 2017). As London (2019) has indicated, “to the extent that deep learning sys-
tems cannot explain their findings, some have questioned whether medical systems should
avoid such approache”. To overcome this limit of successful “black box” neural architec-
tures, efficient attention mechanisms have been used for continuous data monitoring (Xu
et al., 2018b). The above-mentionedmedical semantic lexicons (e.g., SNOMED-CT and UMLS)
are excellent sources of knowledge. Faruqui et al. (2015) refine vector space representations
using relational information from semantic lexicons (e.g., WordNet and FrameNet), an idea
that is applied to themedical domain in Yu et al. (2016b). Holzinger et al. (2017) believe that a
more promising approach in the medical domain “is the use of hybrid distributional models
that combine sparse graph-based representations (Biemann and Riedl, 2013) with dense vec-
tor representations (Mikolov et al., 2013a) and link them to lexical resources and knowledge
bases (Faralli et al., 2016)”. Tjoa and Guan (2019) provide a review on interpretabilities sug-
gested by various authors and categorize them in a section devoted to the medical domain.
Similarly, in a separate reviewwritten by Mueller et al. (2019), DARPA asks, “what makes for
a good explanation?”. In the clinical domain, keeping the human in the loop tends to be a
better choice than fully automated systems because there is a balance between facilitating
the job of the practitioners and optimizing difficult decisions.
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5.2 Education
Authors: Mikel Iruskieta, Jose Mari Arriola

Educational DataMining and the analysis of the educational ecosystem in all European lan-
guages is necessary in order to develop a roadmap for achieving digital language equality in
European education. Often, education is the first domain to foster an endangered language.
This was the case for Irish, Basque, Catalan and Galician, among others. Many of these lan-
guages’ speakers learn them in their educational environments and use them in their daily
lives.
Conversely, these language learners generally encounter NLP language resources outside

the educational system, especially when dealing with ICTs, ICALL systems and any digital
broadcasting medium or social media. Unfortunately, many of these under-resourced lan-
guages do not possess sufficient resources to learn or monitor the language. They tend to be
under-resourced in terms of technology and the data needed for AI. Indeed, under-resourced
languages suffer from a chronic lack of available resources (human-, financial-, time-, data-
and technology-wise), and from the fragmentation of efforts in resource development (Say-
ers et al., 2021). Their scarce resources are only usable for limited purposes, or are developed
in isolation, without much connection with other resources and initiatives. The benefits of
reusability, accessibility and data sustainability are often out of reach for such languages.
Another challenging setting for technology is its use by minority languages communities.
From a machine learning perspective, the shortage of digital infrastructure to support these
languages may hamper development of appropriate technologies. Speakers of less widely-
used languages may lag in access to the exciting resources that are coming. The conse-
quences of this can be far-reaching, well beyond the technological domain: unavailability
of a certain technology may lead speakers of a language to use another one, hastening the
disappearance of their language altogether.
Moreover, under-resourced language curricula are rarely oriented towards the use of ICTs

or the digital skills needed in language learning. As a result, teachers and students tend to be
poorly prepared to employ digital technologywhen learning or teaching in such languages.72
Developing these resources with an adequate pedagogical approach in bilingual communi-
ties where one language is not spoken by all citizens or used in every work environment
would help foment language vitality and revitalization of all European languages, as well as
help achieve digital language equality.
Under-resourced European languages must create better starting conditions for research

as well as basic NLP-oriented toolkits. One example is Krauwer (2003), who presented the
Basic Language Resource Kit (BLARK), part of the First Milestone for the Language Resources
Roadmap, to do just this for ”research, education and development in language and speech
technology”.
When we compare human to machine-based feedback, we find that the former is more

accurate (Golke et al., 2015). However, educational LT-based tools are key to giving appro-
priate feedback when needed (Hattie and Timperley, 2007) and they are effective when the
feedback is more explicit, since this can lead to a more successful uptake (Heift, 2004) and
to more resubmissions that improve a learner’s work (Heift, 2010). That is, uptake is even
more effective when the feedback interacts with prior knowledge (Fyfe and Rittle-Johnson,
2016).
There are three trends at the moment in Educational Data Mining: 1) tools that provide

statistics and visualization, 2) tools that provide feedback to teachers (diagnostic and pre-
scriptive tools) 3) tools that provide recommendations to learners.

72 UPgrading the SKIlls of Linguistics andLanguage Students: ”The central goal of theUPSKILLSproject is to identify
and tackle the gaps in digital skills through the development of a new curriculum component and supporting
the embedding of adequate materials in existing programmes.”
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Although there aremany sources (also pedagogically oriented) that describe tools and their
usage, it is difficult to find a top-rated list that indicates if they have been developed for a
specific language or if theymight be easily adaptable to others. In order to classify such tools,
we will consider four types from the following three research fields: 1) Second Language
Acquisition, 2) Tutoring Systems, and 3) Learning Analytics and Educational Data Mining.

1) Language learning environments: Moodle, Duolinguo, ICALL systems...

2) Corpus based tools: SpinTX, Korp, Ant, Sketch Engine.

3) ICT tools for language learning (Strobl et al., 2019) to help in writing skills: Academic
Vocabulary, ArticleWriting Tool, AWSuM, C-SAW (Computer-Supported Argumentative
Writing), Calliope, Carnegie Mellon prose style tool, CohVis, Corpuscript, Correct En-
glish (Vantage Learning), Criterion, De-Jargonizer, Deutsch-uni online, DicSci (Dictio-
nary of Verbs in Science), Editor (Serenity Software), escribo, Essay Jack, Essay Map,
Gingko, Grammark, Klinkende Taal, Lärka, Marking Mate (standard version), My Ac-
cess!, Open Essay, Paper rater, PEG Writing, Rationale, RedacText, Research Writing
Tutor, Right WriterSWAN (Scientific Writing Assistant), Scribo - Research Question and
Literature Search Tool, StyleWriter, Thesis Writer, Turnitin (Revision Assistant), White
Smoke, Write&Improve, WriteCheck, Writefull, WriteLab, Writer’s Workbench, Write-
ToLearn, Writing Aid English, Writing Pal.

4) Language Analysis based tools: Markin, View, Complexity Schole, Grammarly, Text in-
spector, Readable, Reverso Speller and Feedbook, among others.

While it is a challenge for today’s under-resourced languages, the use of tools that em-
ploy AI techniques and NLP-based systems Hernández-Blanco et al. (2019) are the basis of
ICALLs and of the systems that will help students in the future. One limitation of these sys-
tems to take into account is that they are trained with texts that do not belong to the school
environment. The type of text most frequently favoured is journalistic in nature due to its
homogeneous characteristics: numerous texts are accessible, textual quality is acceptable
and errors are minimal.
Although many additional tools and projects could be mentioned, Table 1 presents an

overview of some that might be used to respond to previously diagnosed demands.
Another significant source for language learning are corpora. We can classify these in

several ways:

• Learner raw written or spoken corpora.

• Learner analysed and findable corpora.

• Native multimedia corpora.

• Native multimedia corpora and findable corpora.73

• Interactive native multimedia corpora and findable corpora.74

Although there are many resources for many European languages, they are often diffi-
cult to find and do not always follow the same protocols. There are some interesting portals
such as CLARIN resource families.75 The CLARIN infrastructure, for example, provides ac-
cess to 74 L2 learner corpora. Some of these are multilingual (11 corpora), while the rest
are monolingual L2 data in 13 respective languages: Arabic, Czech, English, Finnish, French,
73 https://www.clarin.eu/resource-families/L2-corpora and https://www.talkbank.org/
74 https://www.coerll.utexas.edu/spintx/
75 https://www.clarin.eu/resource-families/L2-corpora

WP1: European Language Equality – Status Quo in 2020/2021 27

https://www.clarin.eu/resource-families/L2-corpora
https://www.talkbank.org/
https://www.coerll.utexas.edu/spintx/
https://www.clarin.eu/resource-families/L2-corpora


D1.2: Report on the state of the art in LT and Language-centric AI

Table 1: Projects for teaching language andwriting, including language technologies and lin-
guistic levels

Project Kind of feedback Language level Less NLP
and less
complexity

Markin Text correction: Manual sys-
tem without NLP

All levels: manual

VIEW Language structure detection:
Automatic with NLP

Morphosyntactic: auto-
matic

ReadLang
FLAIR Detector of textual complex-

ity: (detection of level and
linguistic structures) and rec-
ommender of more complex
readings.

Characters, morpholog-
ical, lexical and syntac-
tic

Grammarly Detection of linguistic struc-
tures and automatic recom-
mendations for writing: Use
NLP for English and depen-
dent on genre, level and tex-
tual genre

Selection of the linguis-
tic level and type of text
manually. Written text
with personalized and
automatic feedback

Tagarela Detection and partial correc-
tion of exercises: Portuguese
ICALL with NLP Written text
with personalized and auto-
matic feedback

Duolinguo Personalized learning, imme-
diate feedback,

Lexical and syntactic

Feedbook An Intelligent Language Tu-
toring System that was fully
integrated as a homework
platform into 14 regular
7th grade English classes in
German secondary schools
during a full-year study

Project Kind of feedback Language level More NLP
and more
complexity

German, Hungarian, Icelandic, Italian, Mandarin, Norwegian, Spanish, and Swedish. De-
spite the fact that many of these corpora are available through public licences, there are
other European languages that do not have these data: Irish, Basque, Catalan, Galician...
The TalkBank CLARIN-K centre76 offers numerous additional languages obtained from re-
searchers. Data in TalkBank use a consistent XML-compatible representation obtained from
NLP analysis (not available for all languages) for automatic analysis and searching.
From the perspective of language ecology, almost all European resources, including cor-

pora, LMS, ICALL systems and knowledge centres, are necessary for digital language equal-
ity. Data-driven research in this area can have a significant impact on society and help make
the European Language Equality a reality. As for the future we also should have in mind the
impact of AI on learning, teaching, and education (Tuomi, 2018). This policy foresight report
suggests that in the next years AI will change learning, teaching, and education.

76 https://www.talkbank.org/
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5.3 Legal domain
Authors: German Rigau

Legal LT mainly focuses on applying LT to help legal tasks. The majority of the resources
in this field are presented in text forms, such as judgment documents, contracts, and legal
opinions (Zhong et al., 2020). Legal LT plays a significant role in the legal domain, as they can
reduce heavy and redundant work for legal professionals. Many tasks in the legal domain
require the expertise of legal practitioners and a thorough understanding of various legal
documents. Retrieving and understanding legal documents take lots of time, even for legal
professionals. Therefore, a qualified LT system should reduce the time consumption of these
tedious jobs and benefit the legal system. Besides, LT can also provide a reliable reference to
those who are not familiar with the legal domain, serving as an affordable form of legal aid.
In order to promote the development of legal LT, many researchers have devoted con-

siderable efforts over the past few decades.77 Early works (Kort, 1957; Ulmer, 1963; Segal,
1984), always use hand-crafted rules or features due to computational limitations at the time.
In recent years, with rapid developments in deep learning, researchers begin to apply deep
learning techniques to legal LT. Several newdatasets have been proposed, which can serve as
benchmarks for research in the field (Kano et al., 2018). Based on these datasets, researchers
began exploring NLP-based solutions to a variety of legal tasks, such as Legal Judgment
Prediction (Aletras et al., 2016; Luo et al., 2017; Chen et al., 2019a), Court View Generation
(Ye et al., 2018), Legal Entity Recognition and Classification (Angelidis et al., 2018; Fernan-
des et al., 2020), Legal Question Answering (Kim and Goebel, 2017) or Legal Summariza-
tion (Bhattacharya et al., 2019). Lately, considerable efforts have been devoted to employing
powerful pre-trained languagemodels to promote the development of legal LT (Shaghaghian
et al., 2020; Shao et al., 2020; Chalkidis et al., 2020; Xiao et al., 2021).

6 LT beyond Language
Authors: Gorka Azkune, Oier Lopez de Lacalle

Language is grounded in our physical world, as well as our societal and cultural context.
Knowledge about our surrounding world is required to properly understand natural lan-
guage utterances (Bender and Koller, 2020). That knowledge is known as commonsense
knowledge and many authors argue that it is one of the key ingredients to achieve human-
level NLU (Storks et al., 2019a). Following the irruption of deep learning methods (Salakhut-
dinov, 2014), new paradigms have been adopted and the field of NLU has advanced signifi-
cantly in the last few years. However, many researchers in different application domains of
deep learning have shown that those systems learn to find shortcuts to the correct answers
through dataset-specific input-output correlations, essentially solving the dataset but not the
underlying task. Examples of such can be found for dialogue generation (Li et al., 2016) and
reading comprehension (Jia and Liang, 2017). One of theways to acquire the necessaryworld
knowledge to improveNLU is to explore the visualworld togetherwith the textualworld (Elu
et al., 2021).
With respect tomultimodal and unimodal representation learning, CNNs have become the

standard architecture for generating representations for images (LeCun et al., 1995). Most
of these models learn transferable general image features in tasks such as image classifica-
tion, detection, semantic segmentation and action recognition. The most utilized transfer-
able global image representations are learned with deep CNN architectures such as AlexNet

77 https://github.com/thunlp/CLAIM
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(Krizhevsky et al., 2012), VGG (Simonyan and Zisserman, 2015), Inception-v3 (Szegedy et al.,
2016), and ResNet (He et al., 2016) using large datasets that include ImageNet (Deng et al.,
2009), MSCOCO (Lin et al., 2014) and Visual Genome (Krishna et al., 2017). Graph Convolu-
tion Networks (GCNs) appeared to be a promising way to distill multiple input types mul-
timodal representations (Zhang et al., 2019a). Recently, self-attention-based Transformer
models (Vaswani et al., 2017) have emerged as an alternative architecture, leading to excit-
ing progress on a number of vision tasks (Khan et al., 2021). Compared to other approaches,
Transformers allowmultiplemodalities to be processed (e.g., images, videos, text and speech)
using similar processing blocks and demonstrate excellent scalability properties in sizable
datasets. Language is mostly represented with pretrainedword embeddings like Glove (Pen-
nington et al., 2014) and sequence learning techniques such as RNNs (Hochreiter and Schmid-
huber, 1997). Of late, Transformers have provided transferable models (Devlin et al., 2019;
Radford et al., 2019) that significantly improve many state-of-the-art tasks in NLP. Caption
generation is a typical visio-linguistic task, where given an image, a textual description of
that image must be generated. The first approaches to solve this problem combined CNNs
with RNNs in a encoder-decoder architecture (Vinyals et al., 2015). The CNN encoded the im-
age, providing a high-level representation in the form of a dense vector. The RNN used that
representation to generate the textual description. These architectures were trained end-
to-end with paired images and captions, available in datasets such as MSCOCO (Lin et al.,
2014) or Flickr30K (Plummer et al., 2015). Further improvements were achieved when at-
tention was included in the encoder-decoder architecture (Xu et al., 2015). Some researchers
proposed utilizing object-based attention instead of spatial attention (Anderson et al., 2018),
paving the way for current multimodal transformers (Li et al., 2020), which also use object-
based attention to feed a multimodal transformer that generates text for a given image. The
quality of the text generated by these models is already high, as measured by automatic met-
rics such as BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005).
Another typical task is Visual Question Answering (VQA), where given an image and a

question about the contents of that image, the right textual answer must be found. There
are many VQA datasets in the literature (Antol et al., 2015; Goyal et al., 2017; Johnson et al.,
2017a). Some VQA datasets demand leveraging external knowledge to infer an answer and,
thus, they are known as knowledge-based VQA tasks. Good examples are KB-VQA (Wang
et al., 2017b), KVQA (Shah et al., 2019), FVQA (Wang et al., 2017a) and OK-VQA (Marino et al.,
2019). All these VQA tasks demand skills to understand the content of an image and how it
is referred to in the textual question, as well as reasoning capabilities to infer the correct
answer. Currently, multimodal transformers are the most successful systems for VQA and
can be broadly classified into two types: single-stream and double-stream transformers. An
example of the former is VisualBERT (Li et al., 2019a). In this case, the BERT architecture
(Devlin et al., 2019) is utilized, adding visual features obtained by an object detector as input
and using visio-linguistic pretraining tasks, such as image-text matching. OSCAR (Li et al.,
2020) also follows a similar philosophy, applying object tags to the input and proposing dif-
ferent pretraining strategies. Among double-stream transformers, VilBERT (Lu et al., 2019)
and LXMERT (Tan and Bansal, 2019) employ a dedicated transformer for eachmodality (text
and image) to fuse them with a cross-modal transformer. Their differences lie mainly on
some architectural choices and pretraining task selection.
Visual Referring Expressions are one of the multimodal tasks that may be considered

an extension of a text only NLP task. More concretely, they are an extension of referring
expressions (Krahmer and van Deemter, 2012) in natural language generation systems. The
objective of the task is to ground a natural language expression (e.g., a noun phrase or a
longer piece of text) to objects in a visual input.
Several methods have been proposed for 1) referring expression generation, in which an

algorithm generates a referring expression for a given target object that is present in a vi-
sual scene, (Golland et al., 2010; Mitchell et al., 2013); 2) referring expression comprehension,
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where the referred object must be found in the image (Kazemzadeh et al., 2014); or 3) some
combination of both (Mao et al., 2016; Yu et al., 2016a). Recent approaches use attention
mechanisms to merge the textual and visual modalities (Yu et al., 2018a), as well as a combi-
nation of Gated Graph Convolutional Networks and Cross-Modal Relationship Extractors to
highlight objects and relationships that have connections with a given referring expression
through a multimodal structured relation graph (Yang et al., 2019).
In textual entailment, given a textual premise and a textual hypothesis, systems need to

decidewhether the first entails the second, they are in contradiction, or neither (Dagan et al.,
2006; Bowman et al., 2015). As a natural extension of textual entailment, Visual Entailment
is an inference task for predicting whether the image semantically entails the text. Vu et al.
(2018) initially proposed a visually-grounded version of the textual entailment task, where
an image is augmented to textual premise and hypothesis. However, Xie et al. (2019) pro-
pose visual entailment, where the premise is an image and the hypothesis is textual. As an
alternative to entailment, Semantic Textual Similarity datasets (Cer et al., 2017) comprise
pairs of sentences that have been annotated with similarity scores. Lopez de Lacalle et al.
(2020) presented Visual Semantic Textual Similarity (vSTS), a task and dataset which al-
lows to studywhether better sentence representations can be built when having access to the
corresponding images, in contrast to the text alone. Experiments using simple multimodal
representations show that the addition of image representations produces better inference
compared to text-only representations.
Presented as the opposite of caption generation, visual generation requires an image to

be generated from a textual description. One of this task’s most significant challenges is
to develop automatic metrics to evaluate the quality of the generated images and their co-
herence with the input text. Inception score (Salimans et al., 2017) and Fréchet Inception
Distance (Heusel et al., 2017) are frequently utilized, but as they have several problems, hu-
man evaluation is always included for assessing text-to-image systems. Recent studies have
proposed a variety of models to generate an image given a sentence. Reed et al. (2016b) used
a GAN (Goodfellow et al., 2014) that is conditioned on a text encoding for generating images
of flowers and birds. Xu et al. (2018a) introduced a GAN-based image generation frame-
work, where the image is progressively generated in two stages at increasing resolutions.
Reed et al. (2016a) performed image generation with sentence input along with additional
information in the form of keypoints or bounding boxes. Some (Hong et al., 2018; Li et al.,
2019b) break down the process of generating an image from a sentence into multiple stages.
The input sentence is first used to predict the entities that are presenting the scene, followed
by the prediction of bounding boxes, then semantic segmentation masks, and finally the
image. X-LXMERT (Cho et al., 2020) demonstrates that multimodal transformers can also
generate state-of-the-art images from textual input. For that purpose, researchers sampled
visual features for masked inputs and added an image generator to transform those sam-
pled visual features into images. Following this trend, OpenAI recently presented DALL·E, a
multimodal transformer decoder of over 1 billion parameters that achieves highly realistic
results (Ramesh et al., 2021).
MultimodalMachine Translation (MMT), another popular task, aims to translate natural

language sentences that describe visual content in a source language into a target language
by taking the visual content as an additional input to the source language sentences (Spe-
cia et al., 2016; Hitschler et al., 2016; Calixto et al., 2017c,b; Elliott et al., 2017; Barrault et al.,
2018). Different approaches have been proposed to handle MMT, although attention models
that associate textual and visual elements with multimodal attention mechanisms are the
most common (Huang et al., 2016; Calixto et al., 2017a). Some view MMT as a two subtask
problem of learning to translate and learning visually grounded representations combined
in amulti-task learning framework (Elliott and Kádár, 2017). In a similarmanner, a compact
bilinear poolingmethod is proposed in (Delbrouck and Dupont, 2017), where the outer prod-
uct of two vectors combines the attention features of the twomodalities. Alternatively, Zhou
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et al. (2018) employed a shared visual-language embedding and a translator for learning a vi-
sual attention grounding mechanism that links the visual semantics with the corresponding
textual semantics. Due to the recent success of unsupervised machine translation (Lample
et al., 2018), there is also a growing interest in extending it for unsupervised MMT (Su et al.,
2019).

7 Discussion
Language tools and resources have increased and improved since the end of the last century,
a process further catalyzed by the advent of deep learning and neural networks over the past
decade. Indeed, we find ourselves today in themidst of a significant paradigm shift in LT and
language-centric AI. This revolution has brought noteworthy advances to the field alongwith
the promise of substantial breakthroughs in the coming years. However, this transformative
technology poses problems, from a research advancement, environmental, and ethical per-
spective. Furthermore, it has also laid bare the acute digital inequality that exists between
languages. In fact, as emphasized in this report, a good many sophisticated NLP systems are
unintentionally exacerbating this imbalance due to their reliance on vast quantities of data
derived mostly from English-language sources. Other languages lag far behind English in
terms of digital presence and even the latter would benefit from greater support. Moreover,
the striking asymmetry between official and non-official European languages with respect
to available digital resources is worrisome. The unfortunate truth is that European digital
language equality is failing to keep pace with the newfound and rapidly evolving changes in
LT.
One need look no further than what is happening today across the diverse topography

of state-of-the-art LT and language-centric AI for confirmation of the current linguistic un-
evenness. The paradox at the heart of LT’s recent advances is evident in almost every LT
discipline. Our ability to reproduce ever better synthetic voices has improved sharply for
well-resourced languages, but dependence on large volumes of high-quality recordings ef-
fectively undermines attempts to do the same for low-resource languages. Multilingual NMT
systems return demonstrably improved results for low- and zero-resource language pairs,
but insufficient model capacity continues to haunt transfer learning because large multi-
lingual datasets are required, forcing researchers to rely on English as the best resourced
language. A similar language discrepancy is also found in several of the domain sectors cov-
ered above: medical corpora, models and knowledge bases suffer from this disparity, as do
users of under-resourced languages in education, where access to language-related tools is
limited for most smaller language communities.
Yet, we believe this time of technological transition represents an opportunity to right the

ship; that now is the moment to seek balance between European languages in the digital
realm. There are ample reasons for optimism. Although there is more work that can and
must be done, Europe’s leading language resource repositories, platforms, libraries, models
and benchmarks have begun to make inroads in this regard. Recent research in the field has
considered the implementation of cross-lingual transfer learning and multilingual language
models for low-resource languages, an example of how the state of the art in LT could benefit
from better digital support for low-resource languages.

8 Summary and Conclusions
Forecasting the future of LT and language-centric AI is a challenge. Just a few years ago,
nobody would have predicted the recent breakthroughs that have resulted in systems able
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to deal with unseen tasks (Wei et al., 2021). It is, however, safe to predict that even more
advances will be achieved in all LT research areas and domains in the near future. Despite
claims of human parity inmany of the LT tasks, NLU is still an open research problem far from
being solved since all current approaches have severe limitations. Interestingly, the applica-
tion of zero-shot to few-shot transfer learning withmultilingual pretrained languagemodels
and self-supervised systems opens up the way to leverage LT for less developed languages.
However, the development of these new LT systems would not be possible without sufficient
resources (experts, data, computing facilities, etc.) as well as the creation of carefully de-
signed and constructed evaluation benchmarks and annotated datasets for every language
and domain of application. Focusing on state-of-the-art results exclusively with the help of
leaderboards without encouraging deeper understanding of the mechanisms by which they
are achieved can generate misleading conclusions, and direct resources away from efforts
that would facilitate long-term progress towards multilingual, efficient, accurate, explain-
able, ethical and unbiased language understanding and communication, to create transpar-
ent digital language equality in Europe in all aspects of society, from government to busi-
nesses to the citizens.
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