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Abstract

In the framework of the European Language Equality (ELE) project, the present paper gives
a qualitative overview of the current situation of Hungarian Natural Language Processing
(NLP). The project’s main objectives are to provide a comprehensive landscape of the Hun-
garian NLP scene by compiling a roadmap of existing language technology tools and datasets
in Hungarian, to identify the major gaps in present day national language technologies in the
EU as of September 2021, and to determine the essential directions in research and technol-
ogy. This is part of a joint pan-European effort that will impact the field of language technol-
ogy (LT) in Europe for the next 10-15 years, including prospective funding.

The large-scale language technology data collection process has aimed at cataloguing, to
the largest possible extent, all corpora, lexical and conceptual resources, tools, grammars,
and language models available for the Hungarian language as of September 2021. The data
collection process was carried out by the Hungarian Research Centre for Linguistics as part of
the European Language Equality (ELE) project. Altogether we collected 344 datasets and 180
tools and language models. We hope that our results may be of use for the Hungarian NLP
community. The detailed database of the 500+ language technology resources we identified
are available for stakeholders online on the ELG website. This work, together with other
ELE partner institutions covering over 30 languages in European countries, serves as the
basis for a comprehensive proposal and a roadmap for achieving digital language equality
in Europe by 2030.

So far, there has been only one study of a similar scope for Hungarian LT. In 2012, the
META-NET network and its partner institutions compiled a comprehensive survey of their
languages in terms of their LT support and published their findings in a series of White Pa-
pers. The present paper is a summary of this new survey that can be considered an update
of the book The Hungarian Language in the Digital Age (Simon et al., 2012) that was published
in the META-NET White Papers series.

In almost a decade that has passed since the publication of Simon and colleagues’ work, LT
as a field has undergone revolutionary innovations as statistical methods have been aban-
doned in favour of neural networks. As a result, LT has found its way into our everyday life
—we wish to capture these changes as well.

Osszefoglalé

A European Language Equality (ELE) projekt egy olyan nagyszabdsu kezdeményezés, mely-
nek kdzpontjaban egy stratégiai cselekvési terv kidolgozasa all a digitalis nyelvi egyenl6ség
elérésére Eurdépaban 2030-ra. Ehhez a projekt jelenlegi fazisaban a részt vevd partnerek
feltérképezik, hogy milyen erfsségei és milyen hidnyossdgai vannak nyelveiknek a nyelv-
technoldgia terén. A projektnek szerves részét képezi egy nagyszabdsu adatgytijtés, amely
az 0sszes Eurdpai Unids nyelvre és szamos kisebbségi nyelvre kiterjed, és amelynek célja,
hogy 0sszegylijtse az 0sszes, adott nyelvre elérhet6 természetesnyelv-feldolgozassal (NLP)
kapcsolatos eréforrast. Igy a projekt eredményei kdzvetetten meghatarozzak a nyelvtechno-
légia eurdpai és magyarorszagi jovojét a kovetkezd 10-15 évben, ideértve az elérhetd Eurdpai
Unids finanszirozdasilehet6ségeket is. Jelen beszamolo az ELE projekt keretében sszedllitott,
magyar nyelvre kidolgozott nyelvtechnoldgiai er6forrdsokat fel6lel6 adatbdzis kvalitativ at-
tekintése, mely a Nyelvtudoméanyi Kutatokézpont koordindlasa alatt jott 1étre.
Osszegyjtottiik a magyar nyelvre 2021 végén elérhetd, sajat internetes céloldallal rendel-
kez6 nyelvtechnoldgiai er6forrasokat: korpuszokat, lexikai eré6forrasokat, nyelvtechnologi-
ai eszkozoket, nyelvtanokat és nyelvmodelleket. Osszesen tébb mint 500 elembél 4116 adat-
bazist hoztunk 1étre, amely 344 adatkészletet és 180 eszkozt és nyelvmodellt tartalmaz. A
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helyzetfelméréssel egyiitt egyuttal azonositottuk a jelenlegi magyar nyelvtechnol6gidk hia-
nyossagait is, amely meghatdrozhatja a magyar NLP jov6jének néhany {6 kutatasi-fejlesztési
iranydt. Fontos kiemelni, hogy mindez csupdn egy pillanatkép egy dinamikusan fejlddé te-
rilletrdl. A részletes, tobbek kozt licencekre is kiterjed6 adatbazis barki szamara online el-
érhet6 az ELG weboldalan. Reméljiik, hogy ez segiteni fogja a magyar NLP k6zosség céljait.

Eddig mindossze egyetlen hasonlo terjedelmd tanulmany késziilt a magyar nyelvre elér-
het6 nyelvtechnolégiarol: 2012-ben az eurdpai META-NET haélézat és partnerintézményei
mérték fel az eurdpai nyelvek LT-tdmogatottsagat, és eredményeiket a White Paper soro-
zatban publikaltdk. Jelen kdtet e médon A magyar nyelv a digitdlis korban (Simon et al,
2012) utodjanak is tekinthetd. A Simon és munkatdrsai altal irt attekintés publikalasa ota
eltelt majdnem egy évtizedben a nyelvtechnoldgia forradalmi yjitdsokon esett at: a statisz-
tikai mddszereket felvaltottdk a neuralishalé-alapu rendszerek. Mig kordbban az NLP-ben
szabdlyalapu mddszerekre tdmaszkodtak a kutatok és fejleszték, mostanra a legujabb meg-
oldasok a mesterséges intelligencia és azon beliil a gépi tanulés fel6l kozelitik meg a nyelvfel-
dolgozasi feladatokat. Fontos valtozds emellett, hogy a nyelvtechnoldgia vivmdanyai is egyre
szervesebben, egyre fejlettebb formaban vannak jelen a mindennapi életiinkben. Gondol-
junk csak arra, hogy “egyszertibb”, zart rendszert képez6 alkalmazasi tertiiletekt6l (példaul
a Keleti palyaudvar elézetesen felvett hangfelvételeken (korpuszon) alapul6 bemonddérend-
szere) mostanra eljutottunk a nyilt alkalmazasig, példdul a diktalasig, vagy hogy okostelefo-
nunk vagy tévénk egyes nyelveken mar hangvezérelve is miikodik. Az 0j technoldgidk azon-
ban részben uj nyelvi adatokat is kivannak, méghozza tébbet, mint korabban barmikor. Ezt
a léptékvaltast és forradalmi fejlédést, a nyelvmodellek és mesterséges intelligencia alkalma-
zasan alapuld uj korszak kihivasait jelen irdsbhan is érzékeltetni kivanjuk. A tovdbbiakban a
nagyobb eré6forrds-kategéridkhoz kapcsol6do, magyar nyelvre kidolgozott adatbdzisokat és
eszkozoket mutatjuk be. Egynyelvii korpuszok esetében tébb mint 40 adatbdzist taldltunk.
Ezek kozil a legnagyobb a tobb mint 9 millidrd szot tartalmazo, Common Crawl alapu Web-
corpus 2.0, amelyet féként nyelvi modellek épitésénél hasznalnak. Nagysagban a kovetkez6
a Magyar Nemzeti Szovegtar 2, amely tobb mint egy 1 millidrd szényi gondozott szoveget
tartalmaz 6 alkorpuszbol, és amiben a hataron tuli magyar nyelvvaltozatok is megjelennek.
Az NLP feladatokban kiemelten fontos szerepe van a korpuszok annotdciéjanak és a domén-
nek is. Magyar nyelvii korpuszoknal f6ként morfoldgiai, szintaktikai, illetve néhany esetben
egyszerlbb szemantikai annotaciok jellemz8ek. Specidlis annotdcidra jo példa a NerKor,
ami egy 1 milli6 tokent tartalmazo gold standard névannotalt korpusz tobb doménnel. A
doménspecifikus korpuszok tekintetében kiemelked6 a 31 millié tokenes MARCELL korpusz
a jogi szaktertletrdl, illetve a BioScope korpusz, amely orvosi szovegeket tartalmaz. Két-
és tobbnyelvl korpuszok esetében tobb mint 250 adatkészletet taldltunk. Ez a nagy szam
annak készonhetd, hogy szamos nagyszabasu nemzetkozi projekt tartalmaz magyar nyelvd
alkorpuszt is. Ilyenek példaul az OPUS, az OSCAR vagy a CCMatrix. Bar a legtobb adatot ter-
mészetesen angol-magyar nyelvparra talaljuk, az utébbi években egyre tobb kisebb nyelvet
tartalmazoé nyelvpdrra is 1étrejéttek korpuszok, amelyek elengedhetetlenek a forditéprogra-
mok fejlesztésében.

Az, hogy a nyelvmodellek egyre fontosabb szerepet kapnak a nyelvtechnoldgidban, erésen
meghatarozza azt, hogy milyen er6forrasokra van sziikség ahhoz, hogy a magyar nyelvnek
is megfeleld legyen a technolégiai tamogatottsaga a mesterséges intelligencia koraban. Ezt
szem el6tt tartva a fent bemutatott kategéridkban (ahogy a nyelvtechnoldgia szamos mas
teriiletén is) egységesen igaz, hogy az eddigieknél t6bb, nagyobb méret{i, részletesebben an-
notalt dltalanos és f6ként doménspecifikus korpuszra van sziikség a fejldéshez.

Az elmult néhany évben magyar nyelvre is sziilettek nyelvmodellek: a HuBERT és a HIL-
BERT, valamint a Hilanco projekt keretében tobb kisérleti modell is l1étrejott. Szintén jol al-
lunk a magyar nyelvre kidolgozott elemz8kbdl illetve elemz8lancokbdl: a magyarlanc, az
e-magyar, a UDpipe és a HuSpaCy megbizhat6 megoldasokat nyujtanak. Ezen a teriileten
is megfigyelhetd, és kiilondsen fontos az a tendencia, hogy ipari felhaszndlast is lehet6vé
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tevd licencek alatt adjak ki az eszkdzoket. Beszédfeldolgozasban a mar emlitett Keleti palya-
udvar bemonddja mellett egyre nagyobb teret kapnak a mély tanuldson alapul6 technikék,
példaul a Profivox magyar nyelvii szovegfelolvasé alkalmazdsdban, vagy a Clemvoice illetve
a SpeechTex alkalmazasokban. Gépi forditdsban szintén a neurdlis modszer hozza a jobb
eredményeket, azonban itt kiemelked6en tudnak teljesiteni az olyan megoldasok, amelyek
mindezeket nagy pontossagu doménspecifikus adatokkal 6tvozik, mint példaul a Globalese
szolgéaltatasa.

Ahogy lattuk, a tobb mint 500 elem{i magyar NLP eréforras adatbazis azt mutatja, hogy a
nyelvtechnoldgia szamos tertiiletén vannak kiemelked6 min6ségii korpuszok és eszkdzok a
magyar nyelv technoldgiai timogatasara. Kilonodsen igaz ez példaul a nyelvi elemz6k ese-
tében. Azonban, ahogy a mesterséges intelligencia egyre inkabb atszovi a nyelvtechnoldgiai
megoldasokat, ugy valtozik az is, hogy milyen eréforrasok sziikségesek ahhoz, hogy a magyar
nyelv 1épést tudjon tartani a digitalizaciéval. A nyelvi modellek tanitdsahoz egyrészt hatal-
mas mennyiségli adatra van sziikség, masrészt pedig a magasabb nyelvi szinteken annotalt,
illetve doménspecifikus korpuszok is elengedhetetlenek a fejlesztéshez — és ez a nyelvtech-
nologia legtobb tertiletére igaz. Szamos kiemelkedd megoldds jelent meg az utébbi néhany
évben a szovegfeldolgozastdl a gépi forditasig, azonban még vannak olyan tertiletek, példaul
az Osszetettebb chatbotok esetében, amelyek nem lefedettek a magyarra. Ugyanakkor a ma-
gyar erdforrdsok esetében is korvonalazodik az a trend, hogy egyre szélesebb kor szdmara,
akdr ipari alkalmazdsra is elérhet§vé teszik az adatbdzisokat illetve eszkozoket.

1 Introduction

This study is part of a series that reports on the results of an investigation of the level of sup-
port the European languages receive through technology. It is addressed to decision makers
at the European and national/regional levels, language communities, journalists, etc. and it
seeks to not only delineate the current state of affairs for each of the European languages cov-
ered in this series, but to additionally — and most importantly —to identify the gaps and factors
that hinder further development of research and technology. Identifying such weaknesses
will lay the grounds for a comprehensive, evidence-based, proposal of required measures
for achieving Digital Language Equality in Europe by 2030.

To this end, more than 40 research partners, experts in more than 30 European languages
have conducted an enormous and exhaustive data collection that provided a detailed, em-
pirical and dynamic map of technology support for our languages.!

The report has been developed in the frame of the European Language Equality (ELE)
project.? With a large and all-encompassing consortium consisting of 52 partners covering
all European countries, research and industry and all major pan-European initiatives, the
ELE project develops a strategic research, innovation and implementation agenda as well as
a roadmap for achieving full digital language equality in Europe by 2030.

2 The Hungarian Language in the Digital Age

Hungarian, spoken by 13-14 million people worldwide, is the official language of Hungary
and a few Hungarian-majority regions and municipalities in Serbia and Slovenia. 9.8 million
speakers live in Hungary and a further 2.5 million speakers use Hungarian as a recognised
minority language in neighbouring countries that once belonged to Hungary. An additional

1 The results of this data collection procedure have been integrated into the European Language Grid so that they

can be discovered, browsed and further investigated by means of comparative visualisations across languages.

2 https://european-language-equality.eu

WP1: European Language Equality — Status Quo in 2020/2021 3


https://european-language-equality.eu

D1.18: Report on the Hungarian Language ELE

one million speakers, most of whom emigrated from Hungary, can be found in Western and
West-Central Europe, Southern and Northern America, Australia, and Israel (Fenyvesi, 2005).
Albeit the geographical dispersion of speakers, all dialects of Hungarian are mutually intel-
ligible (Kenesei et al., 2002).

Hungarian is the largest Uralic language spoken today. It belongs to the Finno-Ugric sub-
group of the Uralic language family, in which its most closely related languages are two crit-
ically endangered Ugric languages of western Siberia, Khanty and Mansi. Looking further,
we find more distantly related Finnic languages in Northeastern Europe, most importantly,
Finnish and Estonian, with a total number of speakers below 7 million combined. Hungary
and Hungarians are thus a language island amongst surrounding Indo-European languages
of Central Europe, and they are far removed even from the most immediately related lan-
guages.

This has important implications for Hungarian language technology: unlike very closely
related languages found amongst Indo-European languages with an abundance of similari-
ties between them, Hungarian LT cannot draw much support from the technological devel-
opment of its closest relatives. Even though Hungarian lacks grammatical gender, develop-
ers of Hungarian LT face problems such as the extensive case system and agglutination in
the language as nominals inflect for number, case, and person, and verbs inflect for person,
number, tense, and mood. The Hungarian case system is particularly complex compared
to Indo-European languages. As noted by Thomason, while no modern Indo-European lan-
guage has more than seven cases, for Hungarian, the analyses range between 17 and 27
(Thomason, 2005). Moreover, there are notable differences between Hungarian and Indo-
European languages in their sound systems. Hungarian has short and long vowels (including
front rounded vowel phonemes), vowel harmony, fixed word-initial stress and more palatal
consonants than Indo-European languages. Some of these differences are reflected in the
Hungarian writing system as well, which uses an extended version of the Latin script. Long
vowels are marked with an accent (4, é, i, ¢, 6, 4, (), and palatal consonants are written
with ’y’: ny stands for /n/, gy for /3/, and ty for /c/. There is one three-digit consonant, dzs,
but it is only used in words adopted from foreign languages. The current writing system is
used since the publication of the Magyar helyesirds’ és széragasztds’ fobb szabdlyai in 1832.
Overall, including the rarely used q, w, X, and y, the Hungarian alphabet has 44 letters.

Hungarian has a notable presence online. In the Hungarian population aged between 16
and 74, 88% of the households had access to the internet and 79% of the population admitted
to using the internet on a daily basis in 2020 (Hivatal, 2020). In November 2021, there were
over 845 thousand registered .hu domains, which is the country-code top-level domain (ccTD)
of Hungary (Testiilet, 2021). However, it is important to note that much of the Hungarian-
language content on the internet does not actually belong to .hu domains. For example, so-
cial media sites (used by 74% of the Hungarian population (Hivatal, 2020) such as Facebook
or YouTube, or forums and online newspapers of Hungarian minority communities use the
ccTD of their respective countries, .com, .sk, .rs, .ro, etc. Furthermore, the line between Hun-
garian and non-Hungarian online content cannot be clearly drawn either —a large number of
Hungarian internet users participate in global trends and jokes on social media by re-using
English phrases and expressions. The resulting mix of Hungarian and English is commonly
called Hunglish.

Most of the Hungarian-specific LT resources are developed either in Hungary or as part
of large, multilingual Pan-European initiatives. The language variant these resources rep-
resent is almost exclusively standard Hungarian. Even in the case of corpora, most of the
material that creators include come from within Hungary. One large-scale counterexample
that specifically aimed to include regional varieties, i. e. texts from Hungarian communities
in neighbouring countries, is the Hungarian National Corpus 2 of 1.5 billion words.

The number of Hungarian speakers has been steadily declining for over 30 years. This is
due to several factors. Most importantly, the population of Hungary (where 99% of the total
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population speaks Hungarian as their native language) has been declining since 1981 (Hi-
vatal, 2020), and Hungarian minority communities around the world have gradually assim-
ilated into the majority societies of their countries. According to Csete and colleagues’ calcu-
lations, between 1991 and 2011 alone, the number of Hungarians in neighbouring countries
has decreased by almost 600 thousand, from 2.76 million to 2.19 million (Csete et al., 2010).
The continuation of this trend indicated a 30% decline from 1991 to 2021 (Csete et al., 2010).
In an effort to compensate for these effects and to secure the survival of Hungarian minority
communities, Hungarian-language schools operate in Romania, Serbia, Ukraine, Slovakia;
and Hungarian bilingual education is available in Slovenia (Csete et al., 2010).

3 What is Language Technology?

Natural language? is the most common and versatile way for humans to convey information.
We use language, our natural means of communication, to encode, store, transmit, share and
process information. Processing language is a non-trivial, intrinsically complex task because
understanding language is a very complex task; it requires understanding the relationship
between words, used in different types of texts (genres) and in different situational contexts,
as well as to what the words refer to. To understand these relationships, one needs to have
textual, contextual and what is often called “world knowledge”. Depending on text and con-
text, messages containing similar information can be lexicalised in different ways and create
different socially purposeful meanings.

The computational processing of human languages has been established as a specialised
field known as Computational Linguistics (CL), Natural Language Processing (NLP) or, more
generally, Language Technology (LT). While there are differences in focus and orientation,
since CL is more informed by linguistics and NLP by computer science, LT is a more neutral
term. In fact, LT is largely multidisciplinary in nature; it combines linguistics, computer
science (and notably Artificial Intelligence (AI)), mathematics and psychology among others.
In practice, these communities work closely together, combining methods and approaches
inspired by both, together making up language-centric Al

Language Technology is the multidisciplinary scientific and technological field that
is concerned with studying and developing systems capable of processing, analysing,
producing and understanding human languages, whether they are written, spoken or
embodied.

With its starting point in the 1950s with Turing’s renowned intelligent machine (Turing,
1950) and Chomsky’s generative grammar (Chomsky, 1957), LT enjoyed its first boost in the
1990s. This period was signalled by intense efforts to create wide-coverage linguistic re-
sources, such as annotated corpora, thesauri, etc. which were manually labelled for various
linguistic phenomena and used to elicit machine readable rules which dictated how language
can be automatically analysed and/or produced. Gradually, with the evolution and advances
in Machine Learning (ML), rule-based systems have been displaced by data-based ones, i. e.,
systems that learn implicitly from examples. In the recent decade of 2010s, we observed
a radical technological change in NLP: the use of multilayer neural networks able to solve
various sequential labelling problems. The success of this approach lies in the ability of neu-
ral networks to learn continuous vector representations of the words (or word embeddings)
using vast amounts of unlabelled data and using only some labelled data for fine-tuning.

In recent years, the LT community has been witnessing the emergence of powerful new
deep learning techniques and tools that are revolutionizing the way in which LT tasks are

3 This section has been provided by the editors. It is an adapted summary of Agerri et al. (2021) and of Sections 1
and 2 of Aldabe et al. (2021).
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approached. We are gradually moving from a methodology in which a pipeline of multiple
modules was the typical way to implement LT solutions, to architectures based on complex
neural networks trained with vast amounts of data, be it text, audio or multimodal. The
success in these areas of Artificial Intelligence (AI) has been possible because of the conjunc-
tion of four different research trends: 1) mature deep neural network technology, 2) large
amounts of data (and for NLP processing large and diverse multilingual data), 3) increase
in high performance computing (HPC) power, and 4) application of simple but effective self-
learning approaches.
LT is trying to provide solutions for the following main application areas:

* Text Analysis which aims at identifying and labelling the linguistic information un-
derlying any text in natural language. This includes the recognition of word, phrase,
sentence and section boundaries, recognition of morphological features of words, of
syntactic and semantic roles as well as capturing the relations thatlink text constituents
together.

* Speech processing aims at allowing humans to communicate with electronic devices
through voice. Some of the main areas in Speech Technology are Text to Speech Synthe-
sis, i. e, the generation of speech given a piece of text, Automatic Speech Recognition,
i.e., the conversion of speech signal into text, and Speaker Recognition.

* Machine Translation, i. e, the automatic translation from one natural language into
another.

* Information Extraction and Information Retrieval which aim at extracting struc-
tured information from unstructured documents, finding appropriate pieces of infor-
mationinlarge collections of unstructured material, such as the internet, and providing
the documents or text snippets that include the answer to a user’s query.

* Natural Language Generation (NLG). NLG is the task of automatically generating
texts. Summarisation, i. e., the generation of a summary, the generation of paraphrases,
text re-writing, simplification and generation of questions are some example applica-
tions of NLG.

* Human-Computer Interaction which aims at developing systems that allow the user
to converse with computers using natural language (text, speech and non-verbal com-
munication signals, such as gestures and facial expressions). A very popular applica-
tion within this area are conversational agents (better known as chatbots).

LT is already fused in our everyday lives. As individual users we may be using it without
even realising it, when we check our texts for spelling errors, when we use internet search
engines or when we call our bank to perform a transaction. It is an important, but often
invisible, ingredient of applications that cut across various sectors and domains. To name
just very few, in the health domain, LT contributes for instance to the automatic recognition
and classification of medical terms or to the diagnosis of speech and cognitive disorders.
It is more and more integrated in educational settings and applications, for instance, for
educational content mining, for the automatic assessment of free text answers, for providing
feedback to learners and teachers, for the evaluation of pronunciation in a foreign language
and much more. In the law/legal domain, LT proves an indispensable component for several
tasks, from search, classification and codification of huge legal databases to legal question
answering and prediction of court decisions.

The wide scope of LT applications evidences not only that LT is one of the most relevant
technologies for society, but also one of the most important Al areas with a fast growing
economic impact.*

4 In a recent report from 2021, the global LT market was already valued at USD 9.2 billion in 2019 and is
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4 Language Technology for Hungarian

The number of application areas of Hungarian NLP technologies has largely increased since
the publication of the META-NET White Paper, and it has definitely outgrown the realm of
academic research. Thus, compiling a new, detailed account of LT resources and tools is
a necessary step to further aid technological adaptation, and to determine directions for
research. Moreover, as neural language models (LMs) have become the leading approach in
every subfield of NLP, we put a special focus on LMs throughout our analysis. Most of the
datasets and tools in the list can be used free of charge for research and education, and some
are also available for commercial purposes under different conditions. Although in the past
only a few resources were explicitly licensed, thus causing confusion, nowadays there is a
shift towards using standard licensing (e. g. CC-BY-SA-4.0). There is now also a growing trend
for using open data wherever possible.

4.1 Language Data
Monolingual corpora

There are more than 40 monolingual text corpora for Hungarian. Amongst these, the largest
one is the non-domain specific Hungarian Webcorpus 2.0 (Nemeskey, 2020a) with over 9 bil-
lion words, built from Common Crawl and produced primarily for the training of language
models. The second largest (and most commonly used) corpus compiled for Hungarian is
the Hungarian National Corpus 2 (HNC2; Oravecz et al. (2014)) of more than 1 billion words.
Texts of the HNC2 belong to six subcorpora: newspaper, literature, science, official, per-
sonal, and transcripts of spoken language. Importantly, the corpus contains linguistic data
from Hungarian-speaking minorities of neighbouring countries besides standard Hungar-
ian. HNC2 can be queried through the corpus’ online interface.

Currently, most corpora available for Hungarian are only annotated for lower’ levels of
language, such as syntactic and some basic semantic properties. The 82,000-sentence (1.2
million words) Szeged Treebank is the largest fully manually annotated treebank of the Hun-
garian language. As for specific annotations, NerKor (Simon and Vadasz, 2021) is a gold stan-
dard named entity annotated corpus containing 1 million tokens; and KorKorpusz contains
annotations for coreference and anaphora (Vadasz, 2020) in 1,400 sentences. Examples of
corpora with higher level linguistic annotation are OpinHuBank, a 10,000-sentence human-
annotated corpus compiled to aid the research of opinion mining and sentiment analysis
(Mihaltz, 2013), or HuSent, a deeply annotated Hungarian sentiment corpus that contains
17,000 sentences of customer reviews of different products (Szab¢ et al., 2016).

The newly released HuLu (Hungarian Language Understanding Evaluation Benchmark
Kit) corpus (Ligeti-Nagy et al., 2022) is being developed as the Hungarian version of the GLUE
and SuperGLUE benchmark databases which are English standards for benchmarking. Just
as GLUE and SuperGLUE, HuLu can be used primarily for the evaluation and analysis of
natural language understanding (NLU) systems.

Overall, there are very few domain-specific monolingual corpora currently available for
Hungarian, and those that exist are mostly from the legal domain (e.g. MARCELL (Varadi
etal., 2020), Miskolc Legal Corpus (Vincze, 2018), the Hungarian subcorpus of EuroParl (Koehn,
2005), etc.). There are even fewer datasets from the health domain (e.g. BioScope (Szarvas
et al.,, 2008)) despite its importance. Other domains such as customer service or social me-
dia texts are either too small (they are minor subcorpora in larger datasets) or are almost

anticipated to grow at an annual rate of 18,4% from 2020 to 2028 (https://tinyurl.com/2p9ed6tp). A differ-
ent report from 2021 estimates that amid the COVID-19 crisis, the global market for NLP was at USD 13 bil-
lion in the year 2020 and is projected to reach USD 25,7 billion by 2027, growing at an annual rate of 10,3%
(https://www.researchandmarkets.com/reports/3502818/natural-language-processing-nlp-global-market).
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entirely missing. This is an obstacle in the development of chatbots, automated customer
service systems and applications for filtering fake news.

Bi- and multilingual text corpora

Multilingual textual data containing Hungarian are abundant with almost 250 datasets. For
example, an important resource is the OSCAR corpus (Ortiz Suérez et al., 2019) compiled from
the CommonCrawl corpus for 166 languages, or Plaintext Wikipedia dumps 2018 comprising
297 Wikipedias.> OPUS (Tiedemann (2012)) is a growing collection of crawled, translated and
sentence-aligned open source corpora. Here the English-Hungarian language pair contains
about 65.5 million segments and 854 million Hungarian tokens. A large collection of Hun-
garian comparable corpora is also available, or currently under construction, for example,
in the framework of the ParlaMint project of CLARIN.

There are also several domain-specific multilingual parallel corpora hosted at the the EU
Science Hub for all the EU languages including Hungarian (see for example JRC-Acquis® or
the EAC Translation Memory,” for a detailed description see Steinberger et al. (2014)).

While datasets like OSCAR and OPUS facilitate the research on cross-lingual transfer learn-
ing, there is still a huge need for parallel corpora for neural machine translation (NMT). At
large, general-domain parallel corpora for well-resourced languages other than English are
extremely scarce, thus creating a bottleneck for NMT. Thanks to the CCMatrix (Schwenk et al.
(2021)), a huge amount of corpora has become available recently for additional language
pairs. This allows the creation of direct translation models and eliminates the need to use
English as an intermediate language.

In addition to the large-scale multilingual, automatically compiled corpora, several datasets
have been created in Hungarian LT centres as well. Among these, the most prominent is
Hunglish (Varga et al., 2005), a freely available sentence-aligned Hungarian-English parallel
corpus of about 120 million words in 4 million sentence-pairs. One outstanding exception for
the pair of Hungarian and another well-resourced language is HunOr (Szaho et al., 2012), a
multi-domain Hungarian-Russian parallel corpus containing approximately 800,000 words.

Multimodal corpora (audio, video)

The number of multimodal corpora for Hungarian is quite low, with the most common
form being an audio dataset backed with transcripts (e.g. BEA (the Hungarian Spontaneous
Speech Database (Gosy et al., 2012)); the Budapest Sociolinguistic Interview (Kontra and
Véaradi, 1997)). Multinational projects have also aimed at collecting spoken data from phone
speech or reading, see for example MaSS — Multilingual corpus of Sentence-aligned Spoken
utterances from the Bible (Boito et al., 2019) or CSS10, a collection of single-speaker speech
datasets of 10 languages including Hungarian (Park and Mulc, 2019)). Importantly, as there
are no publicly available domain-specific multimodal datasets of considerable sizes in Hun-
garian, R&D projects tend to compile their own resources (Mihajlik et al., 2021) to train and
evaluate speech processing systems.

As for multimodal annotated video corpora, the 50-hour fully transcribed and richly an-
notated HuComTech corpus (Hunyadi et al., 2018) (annotated for both visual and auditory
properties such as facial expressions, eyebrow movement, gaze, headshift, shape of hands,
gestures, posture, emotions, discourse, prosody) is a unique achievement not just for Hun-
garian but by international standards.

5 https:/lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-2735
6 https://ec.europa.eu/jrc/en/language-technologies/jrc-acquis
7 https://ec.europa.eu/jrc/en/language-technologies/eac-translation-memory
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Lexical/conceptual resources

Lexical/conceptual resources in Hungarian mostly include datasets of the structure and be-
haviour of Hungarian verbs. Some examples of these are the following: the Mazsola database
of verb frames (Sass, 2015), the Tadé frequency list of verbal argument structures (Kornai
et al., 2016), the PrevCons list of hapaxes of verbs with verbal prefixes and their verb frames
(Kalivoda, 2021), and the PrevLex list of Hungarian phrasal verbs; (Kalivoda, 2018). An im-
portant ontology is the Hungarian WordNet (Mihaltz et al., 2008) that includes business and
legal domains and contains over 42,000 synsets.

Neural Language Models

Following the international R&D trends of the past few years, there has been a huge growth
in developing LM solutions for Hungarian. As BERT became a standard in NLP (e. g. (Rogers
et al., 2020)), a number of LMs with BERT architecture were trained for Hungarian, first and
foremost HUBERT (Nemeskey, 2020a), HILBERT (Feldmann et al., 2021), emBERT (Nemeskey,
2020b), and a couple of experimental models developed by the HILANCO consortium.® Be-
sides BERT, models with other architectures are being continuously adapted to Hungarian.
Moreover, there are multilingual LMs including Hungarian, for instance, mBERT (Devlin
et al,, 2018) pretrained on the Wikipedias of 104 languages.

4.2 Language Technologies and Tools
Text Analysis

Solutions for the most common tasks in text analysis are currently available in state-of-
the-art NLP tools and pipelines that perform highly accurate linguistic analysis in Hungar-
ian. While UDPipe (Straka and Strakova, 2017), Stanza (Qi et al., 2020) and HuSpaCy (Orosz
et al., 2022) are neural network models added to a multilingual framework, there are also
two toolchains built specifically for Hungarian, e-magyar (Varadi et al., 2018) (Simon et al.,
2020)) and Magyarlanc (Zsibrita et al., 2013). The recently upgraded HuSpaCy provides reli-
able industrial-grade Hungarian language processing facilities, and covers tokenisation, sen-
tence splitting, PoS tagging, lemmatisation, dependency parsing, named entity recognition
and word embedding representation. Despite the recent progress of LMs, there is a huge
need for preprocessing pipelines especially in commercial application.

Additionally, the Trendminer Hungarian Processing Pipeline (Mihaltz et al., 2015) per-
forms linguistic analysis of social media texts by adopting existing toolchains; and Noo], a
finite-state transducer with a Hungarian module (Varadi and Gabor, 2004), is still used to
carry out higher level analysis of texts (e.g. psychological investigations of political atti-
tudes) by some research groups (e.g. Ilg (2021)). Unfortunately, these two tools have not
been updated recently. There are also some text analysis toolkits available in Hungarian
developed by industrial stakeholders, e. g., Neticle’s media monitoring system.’

Speech Processing

Although there are numerous multilingual speech processing tools covering Hungarian, only
a few Hungarian-specific applications are available.!® Just like in many other subfields of
NLP, the most popular text-to-speech (TTS) paradigm is to substitute the whole chain by deep
neural networks (DNNs) (Ning et al., 2019). Parallel to this line of development, constantly

8 https://hilanco.github.io
9 https://neticle.com/mediaintelligence/hu
10 We thank Péter Mihajlik for his valuable comments on this section.
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revised versions of the Profivox system (Olaszy et al., 2000), developed by TMIT BME, have
been providing TTS solutions for Hungarian for over twenty years now, ranging from dyad-
based systems to state of the art DNN models. Similarly, in ASR research and development
the DNN approach has become prominent (Mihajlik et al., 2021). As for commercial appli-
cations see, for instance, Clementine’s Clemvoice!! that provides services including speech
processing, or SpeechTex'? specialising in TTS for the legal domain.

In speech processing, just like at every other part of LT where LMs are used, there is a
lack of computational and speech resources, i. e. competitive GPU-grids and high variability
natural speech recordings, that hinders development in the fields of TTS and ASR.

Translation Technologies

While a number of approaches and architectures have been proposed and tested over the
years (e. g., the pattern-based MT system MetaMorpho (Proszéky and Tihanyi, 2002) or sta-
tistical systems (SMT) (Laki et al., 2013)) in Hungarian, neural machine translation (NMT)
has become the leading paradigm for MT in the last couple of years. The state-of-the-art
NMT system is implemented by Laki and Yang (2022). To carry out high-performance NMT,
however, the collection of high quality parallel language data both from general and specific
domains is essential. The Hungarian NMT provider Globalese!3 does this by enabling human
translators to train the company’s NMT engines based on their own parallel data.

Language Generation and Summarisation

Although there are some corporate solutions covering Hungarian (e.g. IntelliDockers en-
gines or SAS), we are not aware of any summarisation tool specifically developed for Hun-
garian. As first steps towards such a tool, Yang et al. built the first extractive (Yang et al.,
2020a) and the first abstractive (Yang et al., 2021) summarisation tools based on Hungarian-
specific transformer models. Unfortunately, there are no publicly available summarisation
datasets for Hungarian either — in the research of Yang et al. (2021), online news articles and
their lead texts were used (published by HVG and index.hu) but this dataset is not publicly
available due to legal reasons. Yang (2022) has built the first GPT-2 model (with a news and
a poem generator) for Hungarian.

Human-Computer Interaction

There is a growing demand for technological solutions to human-computer interaction. Chat-
bots and simple, task-based systems are increasingly used, for example, the commercial chat-
bots developed by RoboRobo are claimed to have had more than one million users so far.'*
Another example is the Hun-appointment-chatbot!®> for appointment bookings. However,
systems that can carry out more open-ended conversations in Hungarian are not yet avail-
able.

Information retrieval

In the last number of years there have been several initiatives for creating solutions for infor-
mation retrieval. In the field of web crawling Hungarian Webcorpus 2.0 (Nemeskey, 2020a)

11 https://clementine.hu/megoldasok/ugyfelszolgalat/clemvoice

2 https://speechtex.com

3 https://www.globalese-mt.com

14 https://roborobo.hu/hu

5 https://github.com/szegedai/hun-appointment-chatbot
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is the largest web corpus for Hungarian. Indig et al. (2020) built a middle-sized corpus us-
ing targeted web crawling. The first vector space model (Novék et al., 2017) was also built
with a searchable online interface for Hungarian. Yang et al. (2020b) built a text classifica-
tion, tag recommendation tool for news articles. Osvéath et al. (2021) are building annotated
corpora and neural models with topic modelling and sentiment analysis to extract patient
health care experiences from online fora. Laki and Yang (2021) have built various neural
sentiment analysis models for Hungarian.

4.3 Projects, Initiatives, Stakeholders

With the growth of the role of Al in several fields, numerous national programs and um-
brella organisations have been founded recently. The two most prominent organisations
in Hungary are the Artificial Intelligence National Laboratory and the Artificial Intelligence
Coalition. Their goals include facilitating cooperation and communication between research
centres, universities and industrial Al developers; and, eventually, to strengthen the position
of Hungarian Al internationally.

In the last five years, one of the most prominent projects carried out in the cooperation of
several leading Hungarian R&D centres was e-magyar, a state-of-the-art modular toolchain
for the Hungarian language, now available for researchers, developers, and for the general
public. As for international projects, there have been three large initiatives of regional co-
operation recently, namely, ELEXIS, MARCELL, and CURLICAT, all under the coordination of
the Hungarian Research Centre for Linguistics.

Regarding industry, there is a growing number of companies offering top quality LT tools
and/or services for the Hungarian language ranging from chatbots to automated translation
and to more general text analytics solutions.

5 Cross-Language Comparison

The LT field'® as a whole has evidenced remarkable progress during the last years. The
advent of deep learning and neural networks over the past decade together with the consid-
erable increase in the number and quality of resources for many languages have yielded re-
sults unforeseeable before. However, is this remarkable progress equally evidenced across
all languages? To compare the level of technology support across languages, we considered
more than 11,500 language technology tools and resources in the catalogue of the European
Language Grid platform (as of January 2022).

5.1 Dimensions and Types of Resources

The comparative evaluation was performed on various dimensions:

* The current state of technology support, as indicated by the availability of tools and
services!’ broadly categorised into a number of core LT application areas:
- Text processing (e. g., part-of-speech tagging, syntactic parsing)
— Information extraction and retrieval (e. g., search and information mining)

16 This section has been provided by the editors.

17 Tools tagged as “language independent” without mentioning any specific language are not taken into account.
Such tools can certainly be applied to a number oflanguages, either as readily applicable or following fine-tuning,
adaptation, training on language-specific data etc., yet their exact language coverage or readiness is difficult to
ascertain.
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— Translation technologies (e. g., machine translation, computer-aided translation)
— Natural language generation (e. g., text summarisation, simplification)
— Speech processing (e. g., speech synthesis, speech recognition)
- Image/video processing (e. g., facial expression recognition)
- Human-computer interaction (e. g., tools for conversational systems)
* The potential for short- and mid-term development of LT, insofar as this potential can
be approximated by the current availability of resources that can be used as training

or evaluation data. The availability of data was investigated with regard to a small
number of basic types of resources:

— Text corpora

— Parallel corpora

— Multimodal corpora (incl. speech, image, video)

— Models

- Lexical resources (incl. dictionaries, wordnets, ontologies etc.)

5.2 Levels of Technology Support

We measured the relative technology support for 87 national, regional and minority Euro-
pean languages with regard to each of the dimensions mentioned above based on their re-
spective coverage in the ELG catalogue. For the types of resources and application areas, the
respective percentage of resources that support a specific language over the total number
of resources of the same type was calculated, as well as their average. Subsequently each
language was assigned to one band per resource type and per application area and to an
overall band, on a four-point scale, inspired by the scale used in the META-NET White Paper
Series, as follows:

1. Weak or no support: the language is present (as content, input or output language) in
<3% of the ELG resources of the same type

2. Fragmentary support: the language is present in >3% and <10% of the ELG resources
of the same type

3. Moderate support: the language is present in >10% and <30% of the ELG resources
of the same type

4. Good support: the language is present in >30% of the ELG resources of the same type'®

The overall level of support for a language was calculated based on the average coverage
in all dimensions investigated.

18 The thresholds for defining the four bands were informed by an exploratory k-means 4-cluster analysis based on
all data per application and resource type, in order to investigate the boundaries of naturally occurring clusters
in the data. The boundaries of the clusters (i.e., 3%, 10% and 30%) were then used to define the bands per
application area and resource type.
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5.3 European Language Grid as Ground Truth

At the time of writing (January 2022), the ELG catalogue comprises more than 11,500 meta-
data records, encompassing both data and tools/services, covering almost all European lan-
guages — both official and regional/minority ones. The ELG platform harvests several major
LR/LT repositories'® and, on top of that, more than 6,000 additional language resources and
tools were identified and documented by language informants in the ELE consortium. These
records contain multiple levels of metadata granularity as part of their descriptions.

It should be noted that due to the evolving nature of this extensive catalogue and differ-
ing approaches taken in documenting records, certain levels of metadata captured are not
yet at the level of consistency required to carry out a reliable cross-lingual comparison at
a granular level. For example, information captured on corpora size, annotation type, li-
censing type, size unit type, and so on, still varies across records for many languages, while
numerous gaps exist for others. As the ELG catalogue is continuously growing, the compre-
hensiveness, accuracy and level of detail of the records will naturally improve over time.
Moreover, the Digital Language Equality (DLE) metric will allow for dynamic analyses and
calculations of digital readiness, based on the much finer granularity of ELG records as they
mature.?’

For the purposes of high-level comparison in this report, the results presented here are
based on relative counts of entries in the ELG for the varying types of data resources and
tools/services for each language. As such, the positioning of each language into a specific
level of technology support is subject to change and it reflects a snapshot of the available
resources on January 2022.

That said, we consider the current status of the ELG repository and the higher level findings
below adequately representative with regard to the current existence of LT resources for
Europe’s languages.

5.4 Results and Findings

As discussed above, our analysis takes into account a number of dimensions for data and
tools/services. Table 1 reports the detailed results per language per dimension investigated
and the classification of each language into an overall level of support.

The best supported language is, as expected, English, the only language that is classified in
the good support group. French, German and Spanish form a group of languages with moder-
ate support. Although they are similar to English in some dimensions (e. g., German in terms
of available speech technologies and Spanish in terms of available models), overall they have
not yet reached the coverage that English has according to the ELG platform. All other official
EUlanguages are clustered in the fragmentary support group, with the exception of Irish and
Maltese, which have only weak or no support. From the remaining languages, (co-)official at
national or regional level in at least one European country and other minority and lesser spo-
ken languages,?! Norwegian and Catalan belong to the group of languages with fragmentary
support. Basque, Galician, Icelandic and Welsh are borderline cases; while they are grouped
in the fragmentary support level, they barely pass the threshold from the lowest level. All

19 Atthe time of writing, ELG harvests ELRC-SHARE, LINDAT/CLARIAH-CZ, CLARIN.SI, CLARIN-PL and HuggingFace.

20 Interactive comparison visualisations of the technology support of Europe’s languages will be possible on the ELG
website using a dedicated dashboard, which dynamically analyses the resources available in the ELG repository,
from the middle of 2022 onwards.

21 In addition to the languages listed in Table 1, ELE also investigated Alsatian, Aragonese, Arberesh, Aromanian,
Asturian, Breton, Cimbrian, Continental Southern Italian (Neapolitan), Cornish, Eastern Frisian, Emilian, Fran-
coProvencal (Arpitan), Friulian, Gallo, Griko, Inari Sami, Karelian, Kashubian, Ladin, Latgalian, Ligurian, Lom-
bard, Lower Sorbian, Lule Sami, Mocheno, Northern Frisian, Northern Sami, Picard, Piedmontese, Pite Sami,
Romagnol, Romany, Rusyn, Sardinian, Scottish Gaelic, Sicilian, Skolt Sami, Southern Sami, Tatar, Tornedalian
Finnish, Venetian, Voro, Walser, Yiddish.

WP1: European Language Equality — Status Quo in 2020/2021 13



D1.18: Report on the Hungarian Language ELE

Tools and Services Language Resources

Text Processing

Speech Processing
Image/Video Processing
Information Extraction and IR
Human-Computer Interaction
Translation Technologies
Natural Language Generation
Text Corpora

Multimodal Corpora

Parallel Corpora

Models

Lexical Resources

Overall

Bulgarian
Croatian
Czech
Danish
Dutch
English
Estonian
Finnish
French
German
Greek
Hungarian
Irish
Italian
Latvian
Lithuanian
Maltese
Polish
Portuguese
Romanian
Slovak
Slovenian
Spanish
Swedish

EU official languages

Albanian
Bosnian
Icelandic
Luxembourgish
Macedonian
Norwegian
Serbian

National level

Basque

Catalan

Faroese

Frisian (Western)
Galician
Jerriais

Low German
Manx
Mirandese
Occitan

Sorbian (Upper)
Welsh

All other languages

(Co-)official languages

Regional level

Table 1. State of technology support, in 2022, for selected European languages with regard
to core Language Technology areas and data types as well as overall level of support
(light yellow: weak/no support; yellow: fragmentary support; light green: moderate
support; green: good support)
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other languages are supported by technology either weakly or not at all. Figure 1 visualises
our findings.
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Figure 1. Overall state of technology support for selected European languages (2022)
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While a fifth level, excellent support, could have been foreseen in addition to the four levels
described in Section 5.2, we decided not to consider this level for the grouping of languages.
Currently no natural language is optimally supported by technology, i.e., the goal of Deep
Natural Language Understanding has not been reached yet for any language, not even for
English, the best supported language according to our analysis. While recently there have
been many breakthroughs in Al, Computer Vision, ML and LT, we are still far from the grand
challenge of highly accurate deep language understanding, which is able to seamlessly inte-
grate modalities, situational and linguistic context, general knowledge, meaning, reasoning,
emotion, irony, sarcasm, humour, culture, explain itself at request, and be done as required
on the fly and at scale. A language can only be considered as excellently supported by tech-
nology if and when this goal of Deep Natural language Understanding has been reached.

The results of the present comparative evaluation reflect, in terms of distribution and im-
balance, the results of the META-NET White Paper Series (Rehm and Uszkoreit, 2012). The
complexities of the analyses clearly differ across 2012 and 2022 studies, and as such, a di-
rect comparison between the two studies can therefore not be made. However, we can in-
stead compare the relative level of progress made for each language in the meantime. It
is undebatable that the technology requirements for a language to be considered digitally
supported today have changed significantly (e.g. the prevalent use of virtual assistants, chat
bots, improved text analytics capabilities, etc.). Yet also the imbalance in distribution across
languages still exists.

The results of this analysis are only informative of the relative positioning of languages,
but not of the progress achieved within a specific language. The LT field as a whole has
significantly progressed in the last ten years and remarkable progress has been achieved
for specific languages in terms of quantity, quality and coverage of tools and language re-
sources. Yet, the abysmal distance between the best supported languages and the minimally
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supported ones is still evidenced in 2022. It is exactly this distance that needs to be ideally
eliminated, if not at least reduced, in order to move towards Digital Language Equality and
avert the risks of digital extinction.

6 Summary and Conclusions

This report gives a qualitative overview of the database on the resources currently available
in Hungarian NLP. The emergence of neural technologies has massively reshaped how lan-
guage data is used in a uniform way in most subfields of NLP. As we have seen in examples
ranging from speech processing to summarisation and to machine translation, in several ar-
eas state-of-the-art results can only be achieved through drawing in ’an unimaginably large
amount of data’ compared to previous standards. This poses an additional challenge for re-
searchers, as many times they not only need to develop technological solutions but also to
find and create their own textual resources. Moreover, although there is clearly room to ex-
pand, Hungarian as a medium-sized language is, by default, in a disadvantaged position due
to its size. This means that the smaller number of total speakers and platforms generate less
harvestable data than what is available for languages like English or German.

Secondly, although plenty of monolingual corpora were compiled in the past years, there
is an ever-growing need for novel datasets for fine-tuning, testing and benchmarking. These
datasets should contain high quality annotation especially for the higher linguistic levels
closer to NLU, covering a wide variety of specific domains. Due to their importance the au-
tomatic generation of such resources should be considered as well. There is also a need for
more domain-specific and general domain parallel corpora as these are still a key prerequi-
site for machine translation.

Thanks to the efforts of the last decade, there are now multiple toolchains performing
good-quality linguistic analysis. At the same time, more intricate tasks are still to be cov-
ered, as tools aiming at higher level analysis of texts are outdated. Processing solutions for
social media texts should also be expanded. Human-computer interaction is a sub-field that
appears to be of utmost importance at present, however, complex conversational agents are
not present for Hungarian as of now, so improvement in this area is also essential.

In terms of supporting R&D, the most positive initiative of recent years is that several um-
brella organisations have been established to support NLP in Hungary, to foster cooperation
between the most important research centres, and to facilitate the dialogue between R&D
and industry. Another positive change underway is the use of standard licenses in order to
make resources open-source.
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