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Abstract
In this day and age, when our devices are connected in cyberspace, the availability and use
of languages and language technology in the digital world varies a lot not only among dif-
ferent languages of the world, but also in Europe, including the official languages of Euro-
pean Union (EU). The European Language Equality (ELE) project provides a survey of lan-
guage technology support for European languages ten years after the similar exercise was
performed and described for 31 European languages in the META-NET White Papers series
(Rehm and Uszkoreit, 2012). The reports from the ELE project describe not only the current
state of affairs for each of the languages covered, but additionally – and most importantly –
they identify the gaps and factors that hinder further development in language technology
(LT). Identification of suchweaknesses lays the ground for a comprehensive, evidence-based
proposal of required measures for achieving Digital Language Equality in Europe by 2030.
This report outlines the state of affairs for the Latvian language, the only official language

of Latvia, with about 1.5 million native speakers around the world. Latvian is also spoken as
a second language by approximately 500,000 people of other ethnicities.
The necessity of LT support in digital means and the importance of LT for the long-term

survival of the Latvian language has always been recognised in policy planning documents.
Research and development activities in Latvia are being supported through different EU and
national finance instruments and are usually organised around short-termprojects. The lack
of a dedicated LT programme, however, leads to fragmentation of research and development
activities and complicates the development of larger resources and long-term cooperation
between institutions.
Since the publication of the META-NET White Paper for Latvian (Skadiņa et al., 2012), no-

table progress has been made in the development of language resources and tools for Lat-
vian. Today, Latvian is ratherwell-represented not only by different language resources (dig-
ital libraries, text and speech corpora, treebanks, machine-readable lexicons, etc.) but also
by core LT, such as spell checkers, morphological analyzers and taggers, named entity recog-
nisers and syntactic parsers, etc. As for more advanced technologies, significant progress
has been made in the development of advanced datasets and neural language models, ma-
chine translation solutions, speech technologies and technologies for natural language un-
derstanding and human-computer interaction. However, when compared to widely spoken
and high-resourced languages, there are still significant gaps with respect to solutions that
involve deep state of the art natural language understanding and generation, require large
and complicated datasets and high performance computing resources.
The Latvian language has a rather stable position in the digital world, and is definitely not

in any immediate danger since language resources and LT are in continuous development.
However, the situation could change dramatically, if efforts and investments in LT are not
increased in the R&D and language policy. Strong national and European support is neces-
sary for further Latvian language research and development activities, including dedicated
long-term LT programs, that provide equal support for both research and industrial activ-
ities. To narrow the digital divide, there is a pressing urgency for novel techniques, that
would bring less resourced languages to a level comparable, to the state of the art results for
resource-rich languages. Moreover, close synchronisation between national and interna-
tional activities is necessary, especially regarding support for research infrastructures and
for defining research priorities.
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Kopsavilkums
Valodas situācija ir atkarīga ne tikai no tā, cik cilvēku tajā runā, cik grāmatu tajā izdots un
filmu uzņemts vai cik televīzijas kanālu tajā pārraida, bet arī no valodas lietojuma infor-
mācijas tehnoloģijās un digitālās informācijas telpā. Digitālajā vidē latviešu valodas pozī-
cijas pēdējā desmitgadē ir būtiski uzlabojušās. Kaut gan kopš META-NET Balto grāmatu
publicēšanas 2012. gadā (Skadiņa et al., 2012) latviešu valodas resursi un rīki ir ievēro-
jami uzlabojušies, tomēr daudz plašāk lietotām valodām (piem., angļu, franču vai vācu)
tehnoloģiskais nodrošinājums kopumā vēl arvien ir ievērojami attīstītāks.1
Šobrīd latviešu valodai izstrādāti ne tikai pamatresursi, bet arī fundamentālas valodas

tehnoloģijas. Latvijā galvenā zinātniskā institūcija valodas resursuun tehnoloģiju pētniecībā
un izstrādē ir Latvijas Universitātes Matemātikas un informātikas institūts (LU MII), bet
vadošais uzņēmums – Tilde. Arvien aktīvāk valodas tehnoloģiju jomā un ar to saistītajos
virzienos, piemēram, digitālajās humanitārajās zinātnēs, iesaistās arī citas akadēmiskās in-
stitūcijas un komersanti, tiek veidoti jaunuzņēmumi.
Pēdējā desmitgadē irmērķtiecīgi strādāts pie esošo latviešu valodas korpusupapildināšanas

un jaunu korpusu izstrādes. 2012.–2013. gadā tika izveidots pirmais apjomīgais latviešu val-
odas runas korpuss 100 stundu apjomā (Pinnis et al., 2014). Līdzsvarotā mūsdienu latviešu
valodas tekstu korpusa (Levane-Petrova, 2019) apjoms 2022. gadā sasniegs aptuveni 100
milj. vārdlietojumu, savukārt sintaktiski marķētā korpusa (Rituma et al., 2019; Pretkalniņa
et al., 2018) apjoms tuvosies 20 tūkst. teikumu. Dažādots brīvi pieejamo specializēto korpusu
klāsts: izveidoti vairāki valodas apguvēju korpusi, literārie korpusi, bērnu runas korpuss,
emuāru korpuss, subtitru korpuss, Saeimas debašu korpuss, nozarspecifisks medicīnisko
diktātu korpuss u.c. Gandrīz visi korpusi ir automātiski morfoloģiski marķēti, bet ir piee-
jami arīmanuāli pārbaudīti, sintaktiski un semantiskimarķēti korpusi. Liela daļa no dažādu
institūciju veidotajiem brīvpiekļuves korpusiem ir apvienoti Nacionālajā latviešu valodas
korpusu kolekcijā un ir pieejami vienotai meklēšanai.2 Paralēlie korpusi pieejami Opus
platformā (Tiedemann, 2016),3 ELRC-SHARE repozitorijā,4 Latvijas valsts pārvaldes valodas
tehnoloģiju platformā Hugo.lv un Tildes datu bibliotēkā.5
Īpaša uzmanība ir veltīta latviešu valodas resursu savietojamībai ar citu valodu resursiem.

Starp pēdējos gados izveidotajiem latviešu valodas resursiem, kuru marķēšanā ir izman-
toti interlingvāli modeļi un kas ir integrēti atvērtās daudzvalodu datu kopās, izceļami šādi:
Saeimas debašu korpuss (6,5 milj. vārdu), kurš ir savietojams ar TEI (Text Encoding Initia-
tive) un UD (Universal dependencies) modeļiemun kurš ir iekļauts CLARIN ERIC daudzvalodu
parlamentāro debašu korpusā ParlaMint (Erjavec et al., 2022, 2021); latviešu valodas sintak-
tiski marķētais korpuss (16 tūkst. teikumu), kurš ir savietojams ar UD gramatikas modeli un
ir iekļauts daudzvalodu UD datu kopā (Pretkalniņa et al., 2018); latviešu valodas semantiski
marķētais korpuss (Gruzitis et al., 2018a), kurš ir savietojams ar Berkeley FrameNet freimu
semantikas modeli un tiek gatavots iekļaušanai Global FrameNet daudzvalodu datu kopā
(vairāk nekā 20 tūkst. freimu).6
Vārdnīcu platformā Tēzaurs.lv7 brīvi pieejama lielākā (vairāk nekā 380 tūkst. šķirkļu)

mašīnlasāmā latviešu valodas vārdnīca Tēzaurs (Spektors et al., 2016), kā arī citas nozīmī-
gas latviešu valodas vārdnīcas: Mūsdienu latviešu valodas vārdnīca (MLVV; vairāk nekā 45
tūkst. šķirkļu) un Latviešu literarās valodas vārdnīca (LLVV; vairāk nekā 64 tūkst. šķirkļu).
Tiek aktīvi izstrādāts Tēzaurs.lv paplašinājums – latviešu valodas leksiskais tīkls Latvian

1 https://www.europarl.europa.eu/doceo/document/TA-8-2018-0332_LV.html
2 http://korpuss.lv
3 https://opus.nlpl.eu
4 https://elrc-share.eu
5 https://www.tilde.com/products-and-services/data-library
6 https://globalframenet.org
7 https://tezaurs.lv
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WordNet (Lokmane et al., 2021), kurš ir savietojams un sasaistīts ar Open Multilingual Word-
Net leksisko datubāzi. Dažādas tulkojošās vārdnīcas pieejamas letonika.lv.8 Lielas terminu
kolekcijas ir brīvi pieejamas Eiropas Terminoloģijas bankas vietnē9 un Latvijas Nacionālajā
terminoloģijas portālā.10
Latviešu valodai ir izstrādāti un attīstīti mūsdienīgi valodas apstrādes rīki, kas paredzēti

teksta gramatiskajai un semantiskajai marķēšanai, t.sk. vārdšķiru un nosaukto entitāšu
noteikšanai, pareizrakstības un gramatikas pārbaudei, runas atpazīšanai un sintēzei, mašīn-
tulkošanai. Dažādi brīvpieejas latviešu valodas apstrādes rīki ir integrēti platformā NLP-
PIPE11 (Znotins and Cirule, 2018), bet pareizrakstības un gramatikas pārbaudītāji un mašīn-
tulki lietotājiem pieejami uzņēmumu Google, Microsoft un Tilde izstrādātajos rīkos.
Aktīva pētniecības joma irmašīntulkošana (MT). JaunākieMT risinājumi integrēti Latvijas

valsts pārvaldes valodas tehnoloģiju platformāHugo.lv, kas brīvi pieejama ikvienamLatvijas
iedzīvotājam un ir īpaši pielāgota valsts pārvaldes dokumentu tulkošanai. Mašīntulkošanas
risinājumus piedāvā arī vairāki globālie uzņēmumi. Sabiedrības “Tilde” radītāsMT sistēmas
uzrādījušas labus rezultātus gan pētnieku rīkotajās sacensībās (Pinnis et al., 2017, 2018; Bojar
et al., 2017, 2018), gan komercproduktos ES dalībvalstīm. Šie rezultāti ļāvuši izstrādāt ES
Padomes prezidentūras tulkotāju, kas ir izmantots jau 8 valstīs (Pinnis et al., 2020). Tomēr
dažādām jomām specifisko apmācību datu trūkums joprojām ierobežo domēnspecifiskuMT
sistēmu izstrādi mazākām valodām, t.sk. latviešu valodai.
Pietiekami apjomīga (100 stundu) runas korpusa izveide ļāva strauji attīstīt latviešu val-

odas runas tehnoloģijas, t.sk. izstrādāt plaša lietojuma runas atpazīšanas sistēmas (Znotins
et al., 2015; Salimbajevs and Ikauniece, 2017). Publiski pieejams universālais latviešu valo-
das runas sintezators un runas atpazinējs Tildes Balss,12 kā arī Google unMicrosoft piedāvātie
latviešu valodas runas atpazīšanas un sintēzes mākoņpakalpojumi. Tiek veidoti sintezētas
balss risinājumi ar emocionālu izteiksmi (Nicmanis and Salimbajevs, 2021). Tiek izstrādā-
tas arī nozarspecifiskas runas atpazīšanas sistēmas, piemēram, LU MII, sadarbojoties ar Rī-
gas Austrumu klīnisko universitātes slimnīcu izstrādājis medicīnisko diktātu automatizētas
transkribēšanas sistēmu (Gruzitis et al., 2022).
Latviešu valodai ir izstrādāti arī dažādi specializēti virtuālie asistenti. Daudzi no tiem tiek

izmantoti sabiedrisko pakalpojumu un valsts sektorā, piemēram, Latvijas Bankā, Valsts ieņē-
mumu dienestā (Skadins et al., 2020).
Dažādu institūciju izstrādātie latviešu valodas resursi un rīki tiek pakāpeniski iekļauti

Eiropas pētniecības un valodas tehnoloģiju infrastruktūru CLARIN un ELG repozitorijos.
Kaut gan pēdējā desmitgadē daudz kas ir paveikts, ir arī būtiski trūkumi. Piemēram,

trūkst gan vienvalodas, gan daudzvalodu datu. Sarunvalodas korpusi, jautājumu-atbilžu
datu kopas, zināšanu bāzes, nozarspecifiskie korpusi ir nelieli vai nav pieejami. Tāpat nav
brīvi pieejamu runātās valodas un multimodālo valodas resursu un nozarspecifisku par-
alēlo un daudzvalodu korpusu specializētu MT sistēmu apmācībai. Ir pārāk maz brīvpiee-
jas tekstu korpusu, kas ļautu apmācīt tādus lielos neironu valodas modeļus kā GPT-3. Īpaši
pietrūkst attīstītāku dabiskās valodas sapratnes un sintēzes tehnoloģiju, t.sk. runātās valo-
das un multimodālo risinājumu.
Lai latviešu valoda arī turpmāk būtu dzīvotspējīga attīstītā digitālajā pasaulē, tai jābūt

pieejamiem atbilstošiem resursiem un tehnoloģiskajiem risinājumiem. Tomēr pētniecības
un izstrādes darbs ir fragmentārs un galvenokārt tiek organizēts dažādos īstermiņa projek-
tos, kas sarežģī lielāka apjoma resursu izstrādi un uzturēšanu ilgtermiņā. Tikai sistemātisks
un mērķtiecīgs valsts atbalsts ilgtspējīgiem pētījumiem valodas resursu un rīku izveidē un
uzturēšanā var nodrošināt valodu līdztiesību ikdienas lietojumā un digitālajā vidē.
8 https://www.letonika.lv/groups/default.aspx?g=2
9 https://eurotermbank.com
10 https://termini.gov.lv
11 http://nlp.ailab.lv
12 https://www.tilde.lv/tildes-balss
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1 Introduction
This study is part of a series that reports on the results of an investigation of the level of sup-
port the European languages receive through technology. It is addressed to decision makers
at the European and national/regional levels, language communities, journalists, etc. and it
seeks to not only delineate the current state of affairs for each of the European languages cov-
ered in this series, but to additionally – and most importantly – identify the gaps and factors
that hinder further development of research and technology. Identifying such weaknesses
will lay the grounds for a comprehensive, evidence-based, proposal of required measures
for achieving Digital Language Equality in Europe by 2030.
To this end, more than 40 research partners and experts in more than 30 European lan-

guages have conducted an enormous and exhaustive data collection procedure that provided
a detailed, empirical and dynamic map of technology support for our languages.
Section 2 introduces the reader to the Latvian language, its status, number of speakers

and dialects. It provides an overview of orthography, grammar, punctuation principles and
phonetics. Some facts about language use in the digital sphere are also provided. Section 3
introduces readers to the concept of language technology (LT) and itsmain application areas.
The content of this chapter is similar for all language reports of the ELE project, but includes
some adaptations from authors of this deliverable. Section 4 provides a high-level overview
of Language Technology for Latvian. The section starts with an overview of language re-
sources (corpora, lexical resources and models) and tools (text analysis tools, tools for nat-
ural language understanding and generation technologies, machine translation solutions,
speech technologies and technologies for human-computer interaction) that are available
for the Latvian language. Then, actual information about national programs and policy plan-
ning documents, research infrastructures, recent projects and initiatives are summarised.
Finally, an overview of language technology providers, researchers and technology develop-
ers is presented. Section 5 compares a number of languages investigated by the ELE project
with respect to their available resources in the catalogue of the European Language Grid.
Finally, Section 6 summarises the findings of this report: strengths and weaknesses, well
supported and less supported LT application areas, and main gaps that a large-scale LT R&D
programme should try to fill, in order to increase the DLE score for the Latvian language.
The report has been developed by the European Language Equality (ELE) project13. With

a large and all-encompassing consortium consisting of 52 partners covering all European
countries, research and industry and all major pan-European initiatives, the ELE project
develops a strategic research, innovation and implementation agenda as well as a roadmap
for achieving full digital language equality in Europe by 2030.

2 The Latvian Language in the Digital Age

2.1 General Facts
Latvian is the official language of the Republic of Latvia. This is stipulated by Article 4 of the
Constitution of the Republic of Latvia (Satversme) and Article 3 of the State Language Law.
When Latvia joined the European Union in 2004, Latvian also became an official language
of the European Union. There are approximately 1.5 million native speakers of Latvian, of
which, 1.38 million live in Latvia, while the rest live in the United States, Australia, Canada,
the United Kingdom, Germany, Lithuania, Estonia, Sweden, Russia, and other countries. Lat-
vian is spoken as a second language by approximately 500,000 people of other ethnicities.14
13 The results of this data collection procedure have been integrated into the European Language Grid so that they

can be discovered, browsed and further investigated by means of comparative visualisations across languages.
14 Latvian population statistics from the Latvian Language Agency Website: https://valoda.lv/valsts-valoda
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The Latvian language is the language used in public communication, it is the language
taught in schools, the language of public names, signs and writings, the language of the in-
stitutions and it is used in work and business environments and services.15
Data of the Central Statistical Bureau of Latvia (CSB) show that by the end of 2017 Latvian

was the mother tongue of 60.8% of the country’s resident population. The statistics for the
populationmother tongue is similar to that for ethnic composition – at the beginning of 2018
Latvians accounted for 62.2% of the population. In comparison, 36% of Latvia’s citizens are
native speakers of Russian and 3.2% are native speakers of other languages, e. g. Belorusian,
Polish, Ukrainian, Lithuanian.16
Latvian has three dialects: the Central dialect, Livonic dialect, and High Latvian dialect

(Vanags, 2021). The Central dialect is spoken in central Vidzeme (the Vidzeme Central sub-
dialects), Zemgale (the Semigallic subdialects), and in southern Courland or Kurzeme (the
Curonic subdialects). The Livonic dialect is spoken in northwestern Vidzeme (the Vidzeme
Livonic subdialects) and innorthernCourland (theKurzemeLivonic subdialects or the Tamian
subdialects). The Standard Latvian developed primarily based on the Vidzeme Central and
Semigallic subdialects (Kalnaca and Lokmane, 2021).
The Latvian language uses the phono-morphological basis of orthography. Latvian orthog-

raphy almost fully corresponds to the pronunciation. The present-day Latvian orthography
basis is the Latin script, developed by the Knowledge Commission of the Riga Latvian Associ-
ation in 1908 and introduced by law from 1920 to 1922 in the Republic of Latvia. Today, the
Latvian standard alphabet consists of 33 letters. Some Latvian letters are written with dia-
critical marks. Macron indicates vowel length. The letters Č, Š and Ž, marked with corona,
are pronounced [tʃ], [ʃ] and [ʒ] respectively. The letters Ģ, Ķ, Ļ and Ņ are written with a
cedilla or a small comma placed below (or, in the case of the lowercase G, above). They are
modified (palatalised) versions of G, K, L and N and represent the sounds [ɟ], [c], [ʎ] and [ɲ].
Latvian orthography also uses digraphs Dz, Dž and IE.
Latvian punctuation is based on the grammatical punctuation principle, which means

that punctuation marks mainly indicate the grammatical link and division between the text
and sentence parts. According to this rule, punctuation marks are used to separate sen-
tences, parts of a compound sentence, equal parts of a sentence, etc. To provide a better
representation of nuances in the content of a text or sentence. The grammatical principle is
supplemented by the intonational principle (Skadiņa et al., 2012).
From a language typology perspective, Latvian has a classic Indo-European (Baltic) sys-

tem with diverse grammatical inflection and extensive word formation. However, due to
regional and historical reasons, Latvian grammar also displays some features more similar
to those found in the Finno-Ugric languages (Kalnaca and Lokmane, 2021).
Latvian is a fusional, mainly suffixing language with a rich system of forms and word

formation. A distinction is made between inflected (nouns, adjectives, verbs, pronouns, nu-
merals) and non- inflected (adverbs, participles, conjunctions, exclamatives) word classes
(Vanags, 2021). Nouns inflect for number and case, adjectives inflect for case, number, gen-
der and definiteness, and verbs inflect for tense, mood, voice and person (Nau, 1998). Word
order is relatively free, i. e., pragmatically governed, however, the basicword order is subject
verb object (SVO).
There is also a rich system of derivational affixes. The border between inflectional and

derivational morphology is not clear-cut (Nau, 1998).
The number of phonemes in standard Latvian is 48: 26 consonant phonemes (/b/, /d/, /f/,

/ɡ/, /ɟ/, /x/, /j/, /k/, /c/, /l/, /ʎ/, /m/, /n/, /ɲ/, /ŋ/, /p/, /r/, /s/, /ʃ/, /t/, /v/, /z/, /ʒ/, /ʣ/, /ʤ/, /ʦ/, /ʧ/); 12
wovels – six short vowels (/i/, /e/, /æ/, /ɑ/, /u/, /ɔ/), and six long vowels (/iː/, /eː/, /æː/, /ɑː/, /uː/,

15 https://valoda.lv/en/state-language/state-language-policy/
16 https://stat.gov.lv/en/statistics-themes/education/level-education/press-releases/1911-latvian-mother-tongue-

608
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/ɔː/); 10 diphthongs (/ɑi/, /ui/, /ei/, /ɑu/, /ie/, /uo/, /iu/, /ɔi/, /eu/, /ɔ/), although some diphthongs
are mostly limited to proper names and interjections, or only as possitional diphthongs.
Vowel length is phonemic and plays an important role in the language: it distinguishes the

lexical and grammatical meaning of the words, for example, pile [pile] ’drop’ – pīle [piːle]
’duck’,māja [mɑːjɑ] ’house’(nom.sg.) –mājā [mɑːjɑː] ’house’ (loc.sg.).
Most of the Latvian words are stressed on the first syllable. This holds for the native roots

as well as for loanwords, Latvian and foreign proper names. Exceptions to this rule (e. g.
ne’viens, pus’otra, all superlative forms of adjective and adverb vis’labākais, vis’tālāk) are
rare.
The syllables with the long vowels, diphthongs, and diphthongical combination of vowel

and sonorant in the center are subject to certain intonation patterns. In a few areas three
patterns of tone or intonation are distinguished: level (also drawling, even) tone, falling tone,
and broken tone.

2.2 Latvian in the Digital Sphere
According to the World Bank Data, 89% of the population of Latvia use the Internet. This is
an increase of 16% compared to 2012.17 The number of websites with the country’s code (.LV
domain names) as top level domain is approximately 136,000.
The language used on the Internet is specific, has certain traditions, and may show char-

acteristics of linguistic impunity (Deksne, 2019).18
By compiling statistical data on the behaviour of social network platforms in Latvia, it

can be concluded that Latvians are active users of social networks. Facebook is used most
frequently by residents of Latvia. According to the latest data of the companyNapoleonCat,19
in August 2021, the number of Facebook users in Latvia reached approximately 1.24 million,
which is approximately 67% of the total population of Latvia. The highest participation rate
is in the age group between 25 and 34 years of age. Of all users, 56.3% are women, and 43.7%
men. The number of Instagram users, on the other hand, is twice as small as Facebook. In
Latvia, it is used by about 645 thousand people, of which 58.1% are women and 41.9% are
men. The largest number of users is also in the age group from 25 to 34 years (31.6%).

3 What is Language Technology?
Natural language20 is the most common and versatile way for humans to convey informa-
tion. We use language, our natural means of communication, to encode, store, transmit,
share and process information. Processing language is a non-trivial, intrinsically complex
task, as language is subject tomultiple interpretations (ambiguity), and its decoding requires
knowledge about the context and the world, while in tandem language can elegantly use dif-
ferent representations to denote the same meaning (variation).
The computational processing of human languages has been established as specialised

fields known as Computational Linguistics (CL), Natural Language Processing (NLP) or, Lan-
guage Technology (LT).While there are differences in focus and orientation, since CL is more
informed by linguistics and NLP by computer science, LT is largely multidisciplinary, it com-
bines linguistics, computer science (and notably AI), mathematics and psychology among
others.
17 https://data.worldbank.org/indicator/IT.NET.USER.ZS?end=2020locations=LVstart=1990view=chart
18 This Latvian tweet analysis by (Deksne, 2019) identified several groups of deliberate errors: words without dia-

critic marks, dropped vowels, new compounds, etc.
19 http://NapoleonCat.com
20 This section has been provided by the editors. It is an adapted summary of Agerri et al. (2021) and of Sections 1

and 2 of Aldabe et al. (2021).
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Language Technology is the multidisciplinary scientific and technological field that
is concerned with studying and developing systems capable of processing, analysing,
producing and understanding human languages, whether they are written, spoken or
embodied.
With its starting point in the 1950s with Turing´s renowned intelligent machine (Turing,

1950) and Chomsky´s generative grammar (Chomsky, 1957), LT enjoyed its first boost in the
1990s. This period was signalled by intense efforts to create wide-coverage linguistic re-
sources, such as annotated corpora and thesauri, etc. which were manually labelled for
various linguistic phenomena and used to elicit machine readable rules, which dictated how
language can be automatically analysed and/or produced21. Gradually, with the evolution
and advances in machine learning, rule-based systems have been displaced by data-based
ones, i. e. systems that learn implicitly from examples. In the recent decade of 2010s we
observed a radical technological change in NLP: the use of multilayer neural networks able
to solve various sequential labelling problems. The success of this approach lies in the abil-
ity of neural networks to learn continuous vector representations of the words (or word
embeddings) using vast amounts of unlabelled data and using only some labelled data for
fine-tuning.
In recent years, the LT community has been witnessing the emergence of powerful new

deep learning techniques and tools that are revolutionising the way in which LT tasks are
approached. We are gradually moving from a methodology in which a pipeline of multiple
modules was the typical way to implement LT solutions, to architectures based on complex
neural networks trained with vast amounts of data, be it text, audio or multimodal. The
success in these areas of AI has been possible because of the conjunction of four different
research trends: 1) mature deep neural network technology, 2) large amounts of data (and
for NLP processing large and diverse multilingual data), 3) increase in high performance
computing (HPC) power in the form of GPUs, and 4) application of simple but effective self-
learning approaches.
Language Technology is trying to provide solutions for the following main application ar-

eas:

• Text Analysis which aims at identifying and labelling the linguistic information un-
derlying any text in natural language. This includes the recognition of word, phrase,
sentence and section boundaries, recognition of morphological features of words, of
syntactic and semantic roles aswell as capturing the relations that link text constituents
together.

• Speech processing aims at allowing humans to communicate with electronic devices
through voice. Some of the main areas in Speech Technology are Text to Speech Syn-
thesis, i. e. the generation of speech given a piece of text, Automatic Speech Recognition
(ASR), i. e. the conversion of speech signal into text, and Speaker Recognition.

• Machine Translation, i. e. the automatic translation from one natural language into
another.

• Information Extraction and Information Retrieval which aim at extracting struc-
tured information from unstructured documents, finding appropriate pieces of infor-
mation in large collections of unstructuredmaterial, such as the internet, and providing
the documents or text snippets that include the answer to a user’s query.

• Natural Language Generation (NLG). NLG is the task of automatically generating
texts. Summarisation, i. e. the generation of a summary, the generation of paraphrases,

21 Main results for this period in Latvia are documented by Spektors (2001), Milčonoka et al. (2004), Vasiļjevs et al.
(2004) and Skadiņa (2021)
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text re-writing, simplification and generation of questions are some example applica-
tions of NLG.

• Human-Computer Interaction (HCI)which aims at developing systems that allow the
user to converse with computers using natural language (text, speech and non-verbal
communication signals, such as gestures and facial expressions). Popular applications
within this area are conversational agents (better known as chatbots).

LT is already fused in our everyday lives. As individual users we may be using it without
even realising it, when we check our texts for spelling errors, when we use internet search
engines or when we call our bank to perform a transaction. It is an important, but often
invisible, ingredient of applications that cut across various sectors and domains. To name
just very few, in the health domain, LT contributes for instance to the automatic recognition
and classification of medical terms or to the diagnosis of speech and cognitive disorders. It
is more and more integrated in educational settings and applications, for instance for edu-
cational content mining, for the automatic assessment of free text answers, for providing
feedback to learners and teachers, for the evaluation of pronunciation in a foreign language
andmuchmore. In the law/legal domain, LT proves an indispensable component for several
tasks, from search, classification and codification of huge legal databases to legal question
answering and prediction of court decisions.
The wide scope of LT applications evidences not only that LT is one of the most relevant

technologies for society, but also one of the most important AI areas with a fast growing
economic impact.22

4 Language Technology for Latvian
Since the publication of theMETA-NETWhite Paper for Latvian in 2012 (Skadiņa et al., 2012),
the progress and key achievements in the field of language technology have been regularly
updated and summarised through the Baltic HLT conferences and some other related events
(Vasiljevs and Skadina, 2012; Skadina et al., 2016; Skadina, 2018). These publications demon-
strate significant progress in the development of language resources and tools for Latvian,
particularly with respect to the creation of advanced datasets and language models, ma-
chine translation solutions, speech technologies and technologies for natural language un-
derstanding and human-computer interaction.

4.1 Language Data
Text corpora have been developed for the Latvian language already for several decades.
Already in 2012, when META-NET White Papers series were published, monolingual writ-
ten Latvian language corpora were rather well represented, whilst availability of parallel
corpora was weak. Moreover, speech corpora for Latvian were not available.
Today most of the open-access monolingual corpora are listed on the Korpuss.lv website.

Modern Latvian is primarily represented through the Balanced Corpus of Modern Latvian
LVK2018 (Dargis et al., 2020b; Levāne-Petrova and Darģis, 2018), which is being extended to
100 million words. For a balanced subset of LVK2018 (FullStack-LV (Gruzitis et al., 2018b;
22 In a recent report from 2021, the global LT market was already valued at USD 9.2 billion in 2019 and is

anticipated to grow at an annual rate of 18.4% from 2020 to 2028 (https://www.globenewswire.com/news-
release/2021/03/22/2196622/0/en/Global-Natural-Language-Processing-Market-to-Grow-at-a-CAGR-of-18-4-
from-2020-to-2028.html). A different report from 2021 estimates that amid the COVID-19 crisis, the global
market for NLP was at USD 13 billion in the year 2020 and is projected to reach USD 25.7 billion by 2027,
growing at an annual rate of 10.3% (https://www.researchandmarkets.com/reports/3502818/natural-language-
processing-nlp-global-market).
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Grūzītis et al., 2019), 12.5 thousand sentences), syntactic and semantic annotation layers
have been added: named entities, co-references, Universal Dependencies (UD), FrameNet
and PropBank annotations, as well as Abstract Meaning Representation. The FullStack-LV
multilayer corpus is being enhanced and extended through successive projects, aiming at
20k annotated sentences. Notably, the latest release of the UD layer23 contains nearly 16k
sentences. It should also be noted that the UDLV treebank (Rituma et al., 2021) has been al-
ready classified as a big treebank in the CoNLL 2017 and 2018 shared tasks on UD parsing.24
Many parallel corpora are openly accessible from the Opus platform (Tiedemann, 2016)25

and the ELRC-SHARE repository26. Bilingual andmultilingual corpora are also stored at Tilde
Data Library (Rozis and Skadiņš, 2017).27 Tilde Data Library includes 12.35 billion parallel
sentences and 23.85 billion monolingual sentences in 124 languages. Part of this content is
publicly available from the ELRC and ELG platforms, while some of them are also browsable
through hugo.lv – the Latvian State Administration Language Technology Platform. How-
ever, domain-specific parallel corpora that would allow training and fine-tuning domain-
specific MT engines are lacking. For instance, more technical or narrower domains, such
as mathematics, physics, chemistry, biology, culture (such as arts, sports, music, etc.), etc.
are not well represented in parallel data and can also be scarce in monolingual data, which
are used in MT to generate synthetic training data through back-translation (Sennrich et al.,
2016).
The first Latvian speech corpuswas created in 2012–2013 (Pinnis et al., 2014). The corpus

contains 100 hours of transcribed speech, which was a good starting point for the develop-
ment of speech recognition solutions for Latvian. However, access to this speech corpus is
limited, and currently the only open-access Latvian speech corpora are LaRKo28 and Com-
mon Voice Latvian29, each of them containing about 8 hours of annotated speech data. In ad-
dition, several domain specific speech corpora (e. g. a medical domain speech corpus (Dargis
et al., 2020a)) are currently under development.
Multimodal corpora are still not available for Latvian, although the development of a sign

language corpus is planned in the National Research Programme “Letonika – Fostering a
Latvian and European Society” project “Research on Modern Latvian Language and Devel-
opment of Language Technology”. In this project, a balanced open-access speech corpus of
at least 100 hours will also be created, as well as a quality speech corpus for text-to-speech
synthesis.
Latvian digital lexical resources are also being developed for a long time. Today, Teza-

urs.lv is the largest open lexical dataset and on-line dictionary for Latvian (Spektors et al.,
2016, 2019). The dictionary is popular not only among researchers, but also widely used by
the general public – translators, journalists, students and many others, receiving more than
80,000 requests per day. It is regularly updated, and currently contains more than 380,000
lexical entries that are compiled frommore than 300 sources. Another important lexical re-
source, the Latvian WordNet, is currently under development (Lokmane et al., 2021) and is
being integrated with Tezaurs.lv.
Different lexicons (mostly bilingual) are available from the letonika.lv portal.30 It contains

electronic dictionaries for widely used language pairs (Latvian and English, French, German
and Russian), as well as dictionaries of the languages of the Baltic countries: Latvian and
Lithuanian, Latvian and Estonian.

23 https://github.com/UniversalDependencies/UD_Latvian-LVTB
24 http://universaldependencies.org/conll18/
25 https://opus.nlpl.eu
26 https://elrc-share.eu
27 https://www.tilde.com/products-and-services/data-library
28 http://korpuss.lv/id/LaRKo (Auziņa et al., 2014)
29 https://commonvoice.mozilla.org/en/datasets
30 https://www.letonika.lv/groups/default.aspx?g=2
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Two large terminology collections are freely available for browsing through the Euro-
pean Terminology Bank (Eurotermbank) website31 and the Latvian national terminology
portal.32 Today (December, 2021), Eurotermbank (Rirdance and Vasiljevs, 2006) contains
about 3.5 million entries (14.5 million terms) from 463 collections in 44 languages.
Finally, several BERT-based language models for Latvian are created and used for named

entity recognition, parsing and intent detection (Znotins and Barzdins, 2020; Vīksna and
Skadiņa, 2020).

4.2 Language Technologies and Tools
Various basic text analysis tools, such as tokenisers, morphological analyzers and taggers,
spelling checkers, syntactic parsers, named entity recognisers, etc., are available for Latvian.
Spelling and grammar checking tools are available for users through Microsoft and Tilde
products, while various open-source Latvian NLP tools are integrated into NLP-PIPE33 – a
modular pipeline for text tokenisation and sentence splitting, morphological tagging, named
entity recognition, syntactic parsing, semantic parsing, etc. (Znotins andCirule, 2018; Znotiņš,
2015). In addition to the abovementioned text analytic tools, several sentiment analysis tools
have been created as well.
Regarding natural language understanding (NLU) and generation (NLG), experiments

with the interlingual FrameNet, Abstract Meaning Representation (AMR) and Grammatical
Framework models for Latvian, English and Swedish (Gruzitis et al., 2017; Ranta et al., 2020)
demonstrate the potential of combiningmachine learning and knowledge-based approaches
for state-of-the-art semantic parsing and semantically precise and controllable language gen-
eration for both highly-resourced and less-resourced languages.
With respect tomachine translation (MT), the situation has changed a lotwhen compared

to 2012. Today several machine translation solutions are available from global companies.34
Language technology company Tilde35 provides customisedMT solutions for complex, highly
inflected languages, particularly smaller European languages.36 MT systems developed by
Tilde have been recognised among the best systems for four consecutive years (2017-2020) at
WMT international news translation shared tasks (Pinnis et al., 2017, 2018; Bojar et al., 2017,
2018). These results allowed Tilde together with partners to develop EU Council Presidency
Translator, which has been used already in 8 countries (Pinnis et al., 2020). However, lack
of domain-specific training data still limits development of domain-specific MT engines for
smaller languages like Latvian.
For many years Latvian was not so well represented in speech technologies due to the

lack of speech recognition tools. Shortly after the transcribed 100-hour corpus of spoken
Latvianwas created, several speech recognition systemswere developed (Znotins et al., 2015;
Salimbajevs and Ikauniece, 2017). Today, the output of these systems is comparable to the
state of the art. A general-purpose Latvian speech synthesiser and speech recogniser by Tilde
are publicly available.37
Several task-oriented virtual assistants can communicate in Latvian, helping users to find

answers for particular questions. Virtual assistants are also used by public services. For ex-
ample, Hugo.lv (Skadins et al., 2020) lists more than 10 virtual assistants for different public
services, including the Bank of Latvia, the State Revenue Service, The Latvian State Radio and

31 https://eurotermbank.com
32 https://termini.gov.lv
33 http://nlp.ailab.lv
34 e. g. Google Translate (https://translate.google.lv), Microsoft Translator (https://translator.microsoft.com), Yan-

dex Translate (https://translate.yandex.com)
35 https://tilde.com/
36 https://translate.tilde.com
37 https://www.tilde.lv/tildes-balss
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Television Centre andmany others. Technologies allowing users to create a virtual conversa-
tional agent that can understand textual or voice inputs, identify the user’s intent (Kapočiūtė-
Dzikienė et al., 2021; Balodis and Deksne, 2019) and deliver response via text, visual media,
or voice are provided through tilde.ai conversational AI platform.

4.3 Projects, Initiatives, Stakeholders
Research and development activities in Latvia are mostly supported through several instru-
ments: State Research Programmes, EU Structural Funds Programmes (in particular, Compe-
tence Centre projects and Practical oriented research projects), grants of the Latvian Science
Council, EU Horizon 2020, Horizon Europe and CEF Programmes38.

National programmes

The necessity of language technology support in digital means and importance of language
technologies for the long-term survival of the Latvian language has been always recognised
at the policy planning documents. However, there is no dedicated language technology pro-
gram in Latvia. As a result, research and development activities in human language tech-
nologies, as well as creation and long-term maintenance activities related to language re-
sources and tools, are fragmented and not always sufficiently supported.
Several recent policy planning documents stress the importance of support for the Latvian

language in digital means:

• The State Language Policy Guidelines for 2021-202739 includes activities related to the
creation and further development of Latvian language resources and tools. The guide-
lines are implemented through the three year State Research Programme “Letonika –
Fostering a Latvian and European Society”

• Digital Transformation Guidelines for 2021-202740 include targeted action line “Ma-
chine Translation and Language Technologies” with a vision to enable Latvian citizens
to access European Digital Space in their native language and to support the Latvian
languagewith themost important language resources for sustainable development and
wide use in digital services.

• Information report “On the development of Artificial Intelligence solutions”41 lists sev-
eral future directions of action related to the development of AI-based language tech-
nologies – machine translation, speech technologies, inclusive technologies and termi-
nology databases.

• Latvia’s Recovery and sustainability plan42 includes activities related to language tech-
nologies, in particular, the plan includes activities related to high level skills in language
technologies.

38 According to the data of the Ministry of Education and Research (https://www.clarin.lv/images/IZMprez_
OpenScience-CLARIN.pdf) in 2014-2018 total funding for LT R&D activities was 4.75 million euros: 30% Com-
petence Centre projects, 29% Horizon 2020 projects, 29% Practical oriented research projects, 10% fundamental
and applied research program

39 https://likumi.lv/ta/id/325679-par-valsts-valodas-politikas-pamatnostadnem-2021-2027-gadam
40 https://likumi.lv/ta/id/324715-par-digitalas-transformacijas-pamatnostadnem-20212027-gadam
41 http://tap.mk.gov.lv/lv/mk/tap/?pid=40475479
42 https://likumi.lv/ta/id/322858-par-latvijas-atveselosanas-un-noturibas-mehanisma-planu
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Research Infrastructures

Since June, 2016 Latvia is member of CLARIN ERIC (Skadiņa et al., 2020). The coordinating
center of CLARIN Latvia43 is the Institute of Mathematics and Computer Science, University
of Latvia (IMCS UL). CLARIN Latvia focuses on Latvian (and Latgalian) language resources,
but not excluding other languages, in particular morphologically rich languages. CLARIN
Latvia is supported with rather small funding for consortium building and infrastructure
building activities. Interruption in funding for six years and lack of sufficient funding cur-
rently are the main reasons why the CLARIN-LV repository44 was set up only in March, 2020.
CLARIN Latvia actively participates in CLARIN ERIC activites, such as CLARIN Resource

Families45, Teaching with CLARIN46 and ParlaMint (Erjavec et al., 2021). CLARIN Latvia is
also a member of CLARIN Knowledge Center for Systems and Frameworks for Morphologi-
cally Rich Languages SAFMORIL47, which brings together researchers and developers in the
area of computational morphology and its application in language processing.48

Recent projects

During last five years development of Latvian language technologies has been supported
through different Horizon 2020 and CEF projects on machine translation49, human-centred
AI 50, speech technologies 51 and activities for support digital language equality52.
Five large projects havebeen supported through the Industry-DrivenResearchProgramme

of the European Regional Development Fund. These projects focus on the development of
basic language resources and tools for deep learning and natural language understanding53,
on the innovative application of speech technologies formultilingualmeetingmanagement54
and the transcription ofmedical records55, aswell as the development of cognitive intelligent
virtual assistants.56
Since 2011 more than 15 language technology projects have been implemented with sup-

port from the IT Competence Centre Programme57. The Competence Centre supported the
creation of the first transcribed Latvian speech corpus, followed by several speech projects.
More than five projects address machine translation problems, while several projects are
related to intelligent virtual assistants and human-computer interaction.

43 https://www.clarin.lv/en-us/
44 https://repository.clarin.lv
45 https://www.clarin.eu/resource-families
46 https://www.clarin.eu/content/teaching-clarin
47 https://www.kielipankki.fi/safmoril/
48 Othermembers of SAFMORIL are University of Helsinki and CSC (FIN-CLARIN), University of Tromsø (CLARINO),

and Vytautas Magnus University (CLARIN-LT)
49 E.g., MT4All (http://ixa2.si.ehu.eus/mt4all/project), NLTP, NTEU (Bié et al., 2020), CEF Presidency Translator

projects, FedTerm
50 E.g., StairwAI (https://stairwai.nws.cs.unibo.it/), Intelcomp (https://intelcomp.eu/), HumanE-AI-Net (https://www.

humane-ai.eu/), AI4EU (https://www.ai4europe.eu/)
51 E.g., COMPRISE (Skadiņš and Salimbajevs, 2020), SUMMA (http://summa-project.eu/), SELMA (https://selma-

project.eu/
52 E.g., ELG (Rehm et al., 2020b), ELE (Rehm et al., 2020a), MAPA (Ajausks et al., 2020)
53 Project ”Neural Network Modelling for Inflected Natural Languages” (1.1.1.1/16/A/215) and project “Full Stack of

Language Resources for Natural Language Understanding and Generation in Latvian” (1.1.1.1/16/A/219)
54 Project “AI Assistant for Multilingual Meeting Management” (1.1.1.1/19/A/082)
55 Project “Latvian Speech Recognition and Synthesis for Medical Applications” (1.1.1.1/18/A/153)
56 Project “Multilingual Artificial Intelligence Based Human Computer Interaction” (1.1.1.1/18/A/148)
57 https://www.itkc.lv
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LT providers

Systematic research and development activities in the field of language technologies are
mostly carried out by two institutions in Latvia: The Institute of Mathematics and Computer
Science at the University of Latvia (IMCS UL), and the company Tilde.58
The Artificial Intelligence Laboratory59 (AiLab) at IMCS UL is the leading language technol-

ogy research group in Latvia, focusing on natural language understanding (NLU) and genera-
tion (NLG) (Auzina et al., 2021). Although AiLab primarily focuses on Latvian, it has success-
fully participated in international NLU and NLG evaluation campaigns on well-resourced
languages as well. AiLab also actively participates in the Universal Dependencies (UD), Mul-
tilingual FrameNet, Global WordNet and other international initiatives through the devel-
opment of advanced language resources: Latvian UD Treebank, Latvian FrameNet, Latvian
WordNet, etc. In 2016, the laboratory researchers achieved the best result in the shared task
of English-to-AMR parsing in the prestigious “SemEval” competition, while in the 2017 com-
petition – the best result in the shared task on AMR-to-English generation.
Tilde60 is a leading European language technology company, specialising in custom ma-

chine translation systems, intelligent virtual assistants, speech technologies and online ter-
minology services. Tilde has experience in developing high-demand cloud-based and desk-
top language technologies for complex, highly inflected languages, particularly smaller Euro-
pean languages. The technologies created by the company are also used outside Latvia, for
example, Tilde’s neural machine translation systems have been supporting translation ef-
forts for the EU Council presidencies in Estonia, Bulgaria, Austria, Romania, Finland, Croatia
and Germany. The Latvian Academy of Sciences recognised the neural machine translation
solution developed by Tilde as one of the most significant achievements of Latvian science
in 2018.
Latvian language technologies are also being developed by global companies: Google pro-

vides machine translation, speech synthesis and speech recognition services;Microsoft pro-
vides proofing tools, machine translation and speech synthesis services; Facebook provides
state-of-the-art models for multilingual ASR (including Latvian), and also supports transla-
tion into Latvian in its applications.
Latvian language resources are being developed and related research activities are also

performed at other research institutions in Latvia: The Institute of Latvian Language at Uni-
versity of Latvia, The Livonian Institute at University of Latvia, The Institute of Literature,
Folklore and Art at The University of Latvia, The National Library of Latvia and the Latvian
Language Agency, Liepaja University, Ventspils University College and Rezekne Academy of
Technology.

5 Cross-Language Comparison
The LT field61 as a whole has evidenced remarkable progress during the last years. The
advent of deep learning and neural networks over the past decade together with the consid-
erable increase in the number and quality of resources for many languages have yielded re-
sults unforeseeable before. However, is this remarkable progress equally evidenced across
all languages? To compare the level of technology support across languages, we considered
more than 11,500 language technology tools and resources in the catalogue of the European
Language Grid platform (as of January 2022).

58 https://enciklopedija.lv/skirklis/106524-datorlingvistika-Latvijā
59 http://ailab.lv/en/
60 https://tilde.com/
61 This section has been provided by the editors.
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5.1 Dimensions and Types of Resources
The comparative evaluation was performed on various dimensions:

• The current state of technology support, as indicated by the availability of tools and
services62 broadly categorised into a number of core LT application areas:

– Text processing (e. g., part-of-speech tagging, syntactic parsing)
– Information extraction and retrieval (e. g., search and information mining)
– Translation technologies (e. g., machine translation, computer-aided translation)
– Natural language generation (e. g., text summarisation, simplification)
– Speech processing (e. g., speech synthesis, speech recognition)
– Image/video processing (e. g., facial expression recognition)
– Human-computer interaction (e. g., tools for conversational systems)

• The potential for short- and mid-term development of LT, insofar as this potential can
be approximated by the current availability of resources that can be used as training
or evaluation data. The availability of data was investigated with regard to a small
number of basic types of resources:

– Text corpora
– Parallel corpora
– Multimodal corpora (incl. speech, image, video)
– Models
– Lexical resources (incl. dictionaries, wordnets, ontologies etc.)

5.2 Levels of Technology Support
We measured the relative technology support for 87 national, regional and minority Euro-
pean languages with regard to each of the dimensions mentioned above based on their re-
spective coverage in the ELG catalogue. For the types of resources and application areas, the
respective percentage of resources that support a specific language over the total number
of resources of the same type was calculated, as well as their average. Subsequently each
language was assigned to one band per resource type and per application area and to an
overall band, on a four-point scale, inspired by the scale used in the META-NETWhite Paper
Series, as follows:

1. Weak or no support: the language is present (as content, input or output language) in
<3% of the ELG resources of the same type

2. Fragmentary support: the language is present in≥3% and<10% of the ELG resources
of the same type

3. Moderate support: the language is present in ≥10% and <30% of the ELG resources
of the same type

62 Tools tagged as “language independent” without mentioning any specific language are not taken into account.
Such tools can certainly be applied to anumber of languages, either as readily applicable or followingfine-tuning,
adaptation, training on language-specific data etc., yet their exact language coverage or readiness is difficult to
ascertain.
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4. Good support: the language is present in≥30% of the ELG resources of the same type63

The overall level of support for a language was calculated based on the average coverage
in all dimensions investigated.

5.3 European Language Grid as Ground Truth
At the time of writing (January 2022), the ELG catalogue comprises more than 11,500 meta-
data records, encompassing both data and tools/services, covering almost all European lan-
guages – both official and regional/minority ones. The ELG platform harvests several major
LR/LT repositories64 and, on top of that, more than 6,000 additional language resources and
tools were identified and documented by language informants in the ELE consortium. These
records contain multiple levels of metadata granularity as part of their descriptions.
It should be noted that due to the evolving nature of this extensive catalogue and differ-

ing approaches taken in documenting records, certain levels of metadata captured are not
yet at the level of consistency required to carry out a reliable cross-lingual comparison at
a granular level. For example, information captured on corpora size, annotation type, li-
censing type, size unit type, and so on, still varies across records for many languages, while
numerous gaps exist for others. As the ELG catalogue is continuously growing, the compre-
hensiveness, accuracy and level of detail of the records will naturally improve over time.
Moreover, the Digital Language Equality (DLE) metric will allow for dynamic analyses and
calculations of digital readiness, based on the much finer granularity of ELG records as they
mature.65
For the purposes of high-level comparison in this report, the results presented here are

based on relative counts of entries in the ELG for the varying types of data resources and
tools/services for each language. As such, the positioning of each language into a specific
level of technology support is subject to change and it reflects a snapshot of the available
resources on January 2022.
That said, we consider the current status of the ELG repository and thehigher level findings

below adequately representative with regard to the current existence of LT resources for
Europe’s languages.

5.4 Results and Findings
As discussed above, our analysis takes into account a number of dimensions for data and
tools/services. Table 1 reports the detailed results per language per dimension investigated
and the classification of each language into an overall level of support.
The best supported language is, as expected, English, the only language that is classified in

the good support group. French, German and Spanish form a group of languageswithmoder-
ate support. Although they are similar to English in some dimensions (e. g., German in terms
of available speech technologies and Spanish in terms of availablemodels), overall they have
not yet reached the coverage that English has according to the ELGplatform. All other official
EU languages are clustered in the fragmentary support group, with the exception of Irish and
Maltese, which have onlyweak or no support. From the remaining languages, (co-)official at

63 The thresholds for defining the four bandswere informed by an exploratory k-means 4-cluster analysis based on
all data per application and resource type, in order to investigate the boundaries of naturally occurring clusters
in the data. The boundaries of the clusters (i. e., 3%, 10% and 30%) were then used to define the bands per
application area and resource type.

64 At the time ofwriting, ELGharvests ELRC-SHARE, LINDAT/CLARIAH-CZ, CLARIN.SI, CLARIN-PL andHuggingFace.
65 Interactive comparison visualisations of the technology support of Europe’s languageswill be possible on the ELG

website using a dedicated dashboard, which dynamically analyses the resources available in the ELG repository,
from the middle of 2022 onwards.
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Bulgarian
Croatian
Czech
Danish
Dutch
English
Estonian
Finnish
French
German
Greek
Hungarian
Irish
Italian
Latvian
Lithuanian
Maltese
Polish
Portuguese
Romanian
Slovak
Slovenian
Spanish
Swedish
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el Albanian

Bosnian
Icelandic
Luxembourgish
Macedonian
Norwegian
Serbian
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Basque
Catalan
Faroese
Frisian (Western)
Galician
Jerriais
Low German
Manx
Mirandese
Occitan
Sorbian (Upper)
Welsh

All other languages

Table 1: State of technology support, in 2022, for selected European languages with regard
to core Language Technology areas and data types as well as overall level of support
(light yellow: weak/no support; yellow: fragmentary support; light green: moderate
support; green: good support)
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national or regional level in at least one European country and otherminority and lesser spo-
ken languages,66 Norwegian and Catalan belong to the group of languages with fragmentary
support. Basque, Galician, Icelandic andWelsh are borderline cases; while they are grouped
in the fragmentary support level, they barely pass the threshold from the lowest level. All
other languages are supported by technology either weakly or not at all. Figure 1 visualises
our findings.

27

Preliminary Results

European Language Equality
Results based on raw counts of the 11,000+ language resources and language 
technologies currently described with metadata records in the ELG platform.

Good 
support

Moderate 
support

Fragmentary 
support

Weak or 
no support

Figure 1: Overall state of technology support for selected European languages (2022)

While a fifth level, excellent support, could have been foreseen in addition to the four levels
described in Section 5.2, we decided not to consider this level for the grouping of languages.
Currently no natural language is optimally supported by technology, i. e., the goal of Deep
Natural Language Understanding has not been reached yet for any language, not even for
English, the best supported language according to our analysis. While recently there have
beenmany breakthroughs in AI, Computer Vision, ML and LT, we are still far from the grand
challenge of highly accurate deep language understanding, which is able to seamlessly inte-
grate modalities, situational and linguistic context, general knowledge, meaning, reasoning,
emotion, irony, sarcasm, humour, culture, explain itself at request, and be done as required
on the fly and at scale. A language can only be considered as excellently supported by tech-
nology if and when this goal of Deep Natural language Understanding has been reached.
The results of the present comparative evaluation reflect, in terms of distribution and im-

balance, the results of the META-NET White Paper Series (Rehm and Uszkoreit, 2012). The
complexities of the analyses clearly differ across 2012 and 2022 studies, and as such, a di-
rect comparison between the two studies can therefore not be made. However, we can in-

66 In addition to the languages listed in Table 1, ELE also investigated Alsatian, Aragonese, Arberesh, Aromanian,
Asturian, Breton, Cimbrian, Continental Southern Italian (Neapolitan), Cornish, Eastern Frisian, Emilian, Fran-
coProvencal (Arpitan), Friulian, Gallo, Griko, Inari Sami, Karelian, Kashubian, Ladin, Latgalian, Ligurian, Lom-
bard, Lower Sorbian, Lule Sami, Mocheno, Northern Frisian, Northern Sami, Picard, Piedmontese, Pite Sami,
Romagnol, Romany, Rusyn, Sardinian, Scottish Gaelic, Sicilian, Skolt Sami, Southern Sami, Tatar, Tornedalian
Finnish, Venetian, Võro, Walser, Yiddish.
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stead compare the relative level of progress made for each language in the meantime. It
is undebatable that the technology requirements for a language to be considered digitally
supported today have changed significantly (e.g. the prevalent use of virtual assistants, chat
bots, improved text analytics capabilities, etc.). Yet also the imbalance in distribution across
languages still exists.
The results of this analysis are only informative of the relative positioning of languages,

but not of the progress achieved within a specific language. The LT field as a whole has
significantly progressed in the last ten years and remarkable progress has been achieved
for specific languages in terms of quantity, quality and coverage of tools and language re-
sources. Yet, the abysmal distance between the best supported languages and the minimally
supported ones is still evidenced in 2022. It is exactly this distance that needs to be ideally
eliminated, if not at least reduced, in order to move towards Digital Language Equality and
avert the risks of digital extinction.

6 Summary and Conclusions
This report provided a short summary of the current state of the Latvian language in the
digital environment – general facts, availability of language data and tools, major projects,
initiatives and stakeholders. Since the publication of the META-NET White Papers in 2012,
significant progress has been made in the development of various language resources and
tools for Latvian. Although the Latvian language is represented by a rather small number of
speakers and it is often categorised as less-resourced, it is represented rather well not only
by different language resources (digital libraries, text and speech corpora, lexicons, etc.)
but also by core language technologies, such as spelling checkers, morphological analyzers
and taggers, named entity recognisers, syntactic parsers, etc.
Concerningmore advanced technologies, Latvian has a good support formachine trans-

lation, speech recognition and synthesis, while solutions that involve deep state of the art
natural language understanding are not so developed.
There are still significant gaps with respect to availability, size and technology readiness

level (TRL) of language resources, models and tools, andhuman, computational andfinancial
resources.
With respect to language resources, significant gaps are identified for both monolin-

gual and multilingual data of all forms: written, spoken and multimodal. For example,
datasets that represent conversational data, question answering, knowledge bases, informal
language or specific domain are small or even unavailable. There are almost no spoken and
multimodal open-data or open-access language resources available. Also, domain-specific
parallel and multilingual data that would allow training and fine-tuning domain-specific
MT engines are insufficient, while the current open-access monolingual text corpora are too
small for training massive language models like GPT-3.
Consequently, there is lack of large pre-trained language models (both general and do-

main specific) and lack of benchmarks for specific NLP tasks, e. g. Latvian GLUE or Latvian
SQUAD. Creation of such models is limited not only by availability of necessary data but also
by insufficient hardware infrastructure, which could be solved through significant long-
term support for research infrastructures.
The data sharing culture is still developing, partly due to the late implementation of

CLARIN, however, recently it has become more acknowledged among DH researchers, for
example, through the State research program project “Digital Resources for Humanities: In-
tegration and Development”.67

67 http://www.digitalhumanities.lv/projects/DHVPP-en/

WP1: European Language Equality – Status Quo in 2020/2021 18

http://www.digitalhumanities.lv/projects/DHVPP-en/


D1.22: Report on the Latvian Language

Another important aspect is IPR and GDPR regulations that need to be more flexible,
allowing wider use of IPR protected data for the development of language technologies and
resources in a way that does not harm the interests of the authors.
Overall, similarly tomany other languages of Europe, there is insufficient amounts of qual-

ity corpora, including monolingual corpora, currently available for Latvian, as well as insuf-
ficient computational resources, for training large-scale SOTA languagemodels like theGPT-3
model for English. However, there are resources and competence available for pre-training
relatively smaller languagemodels like BERT andGPT-2 and for fine-tuning large pre-trained
multilingual models like mT5 and XLS-R for various downstream tasks.
Availability of necessary human resources are limited by three factors: the well known

deficit of IT specialists and scholars in general, the lack of specialised study programs (mod-
ules) and the size of the Latvian population in general. This leads to gaps and limitations in
language technology development. Although the Latvian LT industry and research groups
havedemonstrated excellent results in LTadaption formorphologically rich languages (which
is not a trivial task), they are less present among leaders in the development of world-class
novel language technology solutions.
Finally, gaps and fragmentation in research and development activities related to lan-

guage resources and tools is a result of short, project-based (mostly 2-3 years, sometimes
even 1 year, rarely 5 years) research and development funding and disproportion between
funding for research (TRL 1-4) and industrial activities (TRL 5-9).68 With respect to poli-
cies/instruments, strong national and international support is necessary for further Latvian
language research and development activities, includingdedicated long-termLTprograms
that provide equal support for both research and industrial activities. Moreover, close
synchronisation between national and international activities is necessary, especially,
with respect to research infrastructures and research priorities. An instrument for efficient
and homogeneous implementation of policies towards Digital Language Equality would be
equal international support to national LT research and development communities.
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