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Abstract
Born from the dream that people can communicate freely with the help of computers, Ma-
chine Translation (MT) is one of the oldest language technologies being researched for more
than 70 years. However, only during the last decade it has been widely accepted by the gen-
eral public and in many cases it has become an indispensable tool for the global community,
supporting communication between nations and lowering language barriers. This deliver-
able provides an overview of the current state of the art in the field of MT, offers technical
and scientific forecasting for 2030, and provides recommendations for the advancement of
MT as a critical technology for reaching the goal of European language equality.
Recently neural network models, in particular transformer models, opened up the possi-

bility to build MT systems for many language pairs. However, quality and availability of MT
solutions still greatly differs from language to language, as well as from domain to domain.
There is still a major gap in technologies that can be successfully applied in under-resourced
settings, can understand context and use common knowledge. Moreover, while text transla-
tion is widely used and available for many language pairs (but not for all domains), speech,
multi-modal and sign language translation are still underdeveloped, are not widely used,
and are available only for a rather small number of languages.
Unfortunately, today there is no common EU policy addressing language barriers. The

absence of such roadmap and support for language technology (LT) at European level has
resulted in a fragmented European market with uneven language support for the language
communities of Europe. Aiming to achieve Digital Language Equality (DLE) in Europe by
2030, the ELE project is seeking to rectify this regrettable situation, including – but not ex-
clusively – with regard to European languages being adequately served by MT. Insufficient
investments in MT by European public and private sectors and disruptive power of global
players have led to a weak and fragmented European MT industry. Dominance of global
monopolies that often cross-subsidize MT services and provide them for free, increase Euro-
pean technological dependency and prevent the growth of European MT market. Usage of
these solutions also includes significant risks related to protection of the data privacy and
confidentiality. Taking into account the critical role that MT increasingly plays in the cross-
language communication, Europe cannot afford the risk to depend on the global providers
outside Europe.
The lack of usable and appropriate public language data in several European languages

for MT engine training is a critical factor for lowering language barriers and enabling a
truly multilingual Europe, where languages can thrive in the digital age. Publicly available
multilingual data should include a greater diversity of domains and languages so that build-
ing high-quality MT systems becomes an option for all. There is also a disparity between
publicly available and proprietary multi/bi-lingual corpora. A crucial breakthrough could
be achieved if existing policy frameworks were adapted to make it mandatory for Member
States tomake all unprotected data in natural language-relatedworkflows publicly available.
Training neural MT engines is resource intensive, requiresmassive infrastructure and has

a heavy carbon footprint. By developing efficient models and hardware, the EU has the op-
portunity to be a pioneer in training and developing green LTs.
When looking ahead to 2030, we expect a major break-through towards efficient, om-

nipresent, high quality real-time translation between any European language pair and in
any domain, regardless of the modality (written, spoken, sign language) of the input.

WP2: European Language Equality – The Future Situation in 2030 1
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1. Introduction
Machine translation has been among the first application areas of natural language process-
ing. Starting from the first attempts to apply dictionary-based approaches (Hutchins, 2004)
till modern neural network systems, MT has aimed to provide automatic translation from
one natural language into another.
Today, MT has become an important asset for multilingual Europe, allowing citizens, gov-

ernments and businesses to communicate in their native language, breaking down language
barriers and supporting the implementation of the European digital single market. For ex-
ample, the eTranslation automated translation tool,1 developed by the European Commis-
sion, and its various adoptions (e. g., EU Council Presidency Translator (Pinnis et al., 2021)2)
provides reasonably goodMT service in 24 EU official languages for governments, the public
sector and SMEs.3 However, in general, MT support and quality still differ from language to
language, and from domain to domain. In particular, MT quality drops significantly when
translation concerns less resourced languages, speech or terminology rich domainswith lim-
ited parallel corpora and terminological resources available.
Limited MT support for less resourced language pairs and specialised domains from the

European industry is among the reasons why European citizens still in many cases rely on
global companies and external providers outside Europe (Vasiļjevs et al., 2019). The use of
MT solutions developed by global companies outside Europe involves the risk that these
freely available MT solutions could be taken away. Another question is on privacy of the
data used and how this data is transmitted.
In 2012, the LanguageWhite Paper series (RehmandUszkoreit, 2012) presented a thorough

analysis of LT support for 31 European languages. According to the White Papers for MT, in
2012 Good support only applied to English andModerate support to only two widely spoken
languages, namely French and Spanish, leaving the remaining 28 European languages of this
study in clusters of Fragmented orWeak or no support.
Six years later, the lack of necessary LT support, including MT, and following significant

disadvantage of less used languages was recognised by the European Parliament in the res-
olution on Language Equality in the Digital Age (European Parliament, 2018). In this res-
olution, the European Parliament “calls on administrations at all levels to improve access
to online services and information in different languages, especially for services in cross-
border regions and culture-related issues, and to use existing free and open-source LT, in-
cluding MT, speech recognition and text-to-speech and intelligent linguistic systems, such as
those performing multilingual information retrieval, summarising/abstracting and speech
understanding, in order to improve the accessibility of those services”.4
A recent reviewof LT support by ELE showsnotable progress during the last decade forMT:

while Good support still applies for only two languages, i. e., English and German,Moderate
support is achieved for twelve languages, namely Catalan, Czech, Danish, Dutch, Finnish,
French, Italian, Norwegian, Polish, Portuguese, Romanian, Spanish and Swedish.
Today translation technologies are widely used in various settings, including by language

service providers (LSP), localization companies and businesses in Europe and across the
world where content in client language is very important (e.g., hotels, travel, etc.). How-
ever, progress in MT is still often measured only in resource rich settings. Although there is
on-going research on multilingual models, in practice there is a gap in technologies that can
be successfully applied in under-resourced settings, to understand context and use common

1 https://webgate.ec.europa.eu/etranslation/public/welcome.html
2 e. g., EU Council Presidency Translator German Presidency https://www.eu2020.de/eu2020-en/presidency/

uebersetzungstool/2361002
3 As of February 2022, eTranslation is used by 108 projects – 87 projects reusing eTranslation and 21 project com-

mitted to analyse or reuse eTranslation.
4 Article 44

WP2: European Language Equality – The Future Situation in 2030 2

https://webgate.ec.europa.eu/etranslation/public/welcome.html
https://www.eu2020.de/eu2020-en/presidency/uebersetzungstool/2361002
https://www.eu2020.de/eu2020-en/presidency/uebersetzungstool/2361002


D2.13: Technology Deep Dive – Machine Translation

knowledge. Moreover, even in resource rich settings, MT systems mostly perform sentence
to sentence translation, ignoring context and the overall goal of specific communicative sit-
uations. Another challenge is various biases exposed in MT results, including gender, race,
ethnicity and others.
While text-to-text translation is widely used today, speech, sign language and multi-modal

MT is still relatively in its early stages. In fact, speech translation and voice interaction with
devices are the key techniques to break the language barrier for human communication.
Moreover, there is a growing need for translation of audiovisual content.
This deep dive report focuses on the MT landscape a decade after the publication of the

Language White Papers, and offers an outlook into the future, up to 2030. The eight sections
of this document analyse MT and its role in DLE, as well as its contribution to deep natural
language understanding. The report analyses MT technology from several perspectives –
main components and the current state of the art, main gaps, contribution to DLE and impact
on society. It also outlines visions, breakthroughs needed and development goals for 2030.
Section 2 outlines the scope and key dimensions of this study (technologies and applica-

tions, modalities, data and language coverage). Section 3 provides insights into the main
components ofMT systems, describingneuralMTarchitecture, in particular the Transformer
model, as currently most popular and widely used MT architectures. In addition, it also dis-
cusses training data and presents various advanced techniques.
In Section 4 the current state of the art is discussed. The section startswith a short overview

ofMThistory, followedby an introduction to the currentMT research approaches and bench-
marks that enable linguistic equality through multilingual MT models. The most impor-
tant industrial achievements and several neural MT solutions provided by companies are
reviewed. Five important application areas (i. e., online MT for general use, video games,
health, public administration and legal documentation, and e-commerce) that have a high
impact on society are analysed in more detail.
Section 5 identifies the main gaps in four important dimensions of MT, namely data, tech-

nology, approaches and legal aspects (regulation). Besides problems of data availability and
usability and need for less-resourced technologies, gaps and current limitations related to
multi-modal MT are highlighted. Moreover, several challenges in localization workflows
are identified. Finally, gaps related to the legislation are discussed, covering not only copy-
right and licensing issues, but also lack of common policy addressing language barriers, de-
pendence from large global companies and heavy carbon footprint coming from AI and MT
research and development activities.
Section 6 discusses the contribution of MT to DLE and its impact on society (including pri-

vacy, GDPR and IPR). It stresses importance of MT in knowledge acquisition or information
access to low resourced languages, while emphasising MT’s contribution to DLE in general,
and especially for the languages of Europe. This section also discusses several everyday use
cases that have an impact on society and illustrate MT use in different spheres.
Section 7 lists needed breakthroughs in MT related to system development (including in-

teroperability, explainability, contextualisation, hardware needs and opportunities and of-
fers from quantum computing), data collection and EU policies, focusing on carbon-neutral
and trustworthy AI. Special attention is paid to the GDPR regulation and its limitations and
impact on MT and the LT industry, as well as research and development activities.
Section 8 provides insights into themain technology visions and development goals forMT

from four perspectives – systems and models, data, evaluation and applications. Besides ad-
dressing gaps identified in Section 5, this section also discusses the need for ethical and fair
MT, stresses the importance of smaller MT models and expanding MT to other natural lan-
guage processing (NLP) tasks and application areas. Finally, the process, current strategies
and methods for evaluation, as well as the needs and visions for future evaluation metrics
are discussed, given their significant strategic importance, both for the MT community as a
whole and, ultimately, for the end-users.
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Finally, Section 9 discusses the contribution ofMT to deep natural language understanding
by stressing the need for LTs that go beyond simple phrase or sentence understanding, are
aware of context and thus allow MT systems to generate output which is faithful to the in-
tended communication, regardless of its complexity and non-verbal or implicit components.

2. Scope of this Deep Dive
MT is one of the NLP fields that has received attention for many years. It has been analysed,
criticised and praised from different perspectives and in different contexts. The scope of this
deliverable is to analyse progress inMT (current state of technologies), identify themain gaps
and outline visions and development goals in this field towards DLE and deep natural lan-
guage understanding by 2030. Following the common methodology of all WP2 deep dives, a
multidimensional approach was applied, consolidating views of the European research and
industrial stakeholders. Different modalities of MT, including text, speech and audiovisual,
are covered. Within the scope of this deliverable, we look closer at MT technologies and
approaches, their applications, data necessary for training and evaluation, infrastructures
required, legal and ethical aspects. These topics are analysed from the perspective of DLE
and in the context of European needs and aspirations for the future.
Themodern neural networkMT techniques are considered as the current state of the art

in this this deliverable. The most important and promising research approaches (e.g., mul-
tilingual MT, unsupervised MT) and benchmarks are analysed not only from the readiness
and quality aspects, but also in terms of language coverage and their contribution to DLE.
We look at the current services and technologies offered by MT providers in the Euro-

pean market. This includes free online translation services from global technology compa-
nies and smaller niche players, commercial online MT services (usually based on a subscrip-
tion model) and customised MT solutions. The dominance of global companies in the free
online translationmarket and risks for Europeans caused by this dependence are among the
key topics discussed in this deliverable, especially to identify solutions going forward.
In addition to general-purpose MT, we also consider specific domains and applications

where MT technologies are particularly important, such as public administration, govern-
mental and EU services, the translation and localization industry, e-Commerce, computer-
mediated communication, education, tourism, etc.
We also include recent research breakthroughs associated with MT. In this regard, spe-

cial emphasis is placed on deep learning architectures (e.g., Transformer models), research
on NMT model efficiency, use of broader contexts (e.g., documents instead of isolated sen-
tences) and multiple source inputs (e.g., source sentences in multiple languages), use of lin-
guistic knowledge (e.g., morphology, syntax, semantics) and external knowledge (e.g., domain-
specific terminology, domain information, etc.), multi-lingual and multi-domain NMT, use of
pre-trainedmodels (e.g., BERT, mBART, etc.), multi-task learning, automatic post-editing, and
other methods that allow achieving state-of-the-art translation quality for NMT systems.
Another important area of research that we cover concerns leveraging other modalities

of information in addition to text, such as speech and visual modalities. We discuss the latest
achievements in speech translation and multi-modal MT.
We also discuss MT research topics that address specific needs of various MT use cases

in translation and localisation services, such as interactiveMT, automatic quality estimation,
and online learning.
Apart from being able to developMT systems, it is as important to be able to showwhether

the systems are state-of-the-art and whether they are fit for purpose. Therefore, the docu-
ment also discusses MT evaluation metrics (both automatic and manual metrics), as well as
metrics that are used in use cases to show the benefits of using MT.

WP2: European Language Equality – The Future Situation in 2030 4



D2.13: Technology Deep Dive – Machine Translation

While MT technologies today are available for most of the European languages, many of
these languages are less attractive from a business point of view, and consequently they are
not so well equipped with MT tools and other widely used NLP techniques. Throughout this
document, language coverage is addressed as another key dimension for DLE.
Another important aspect towards language equality is the availability of data necessary

for MT training and methods allowing to overcome data scarcity for less and low resource
languages and domains. Although different machine learning techniques try to reduce the
overall dependence on data, data-sets are still indispensable for MT training and data de-
serves special attention in the context of less resourced languages and domains. We dis-
cuss the latest research achievements of unsupervised and low-resource MT.
This deliverable also discusses legal and ethical aspects related to the development, pro-

duction and use of MT systems and services. It analyses IPR (and GDPR) restrictions and the
Fair use principle from the developer’s perspective, and privacy and security issues from the
user’s perspective.
Finally, all the above-mentioned aspects are taken into consideration from the perspective

of their impact on society, with a focus on Europe. The document also provides a series of
recommendations on how to address the current limitations ofMT technologies and on how
to contribute to DLE as a crucial goal for Europe and its citizens.

3. Machine Translation: Main Components
Different MT types have been described (e. g., rule-based, example-based, statistical phrase-
based, hierarchical), but here we will focus on the recent development of Neural MT (NMT)
only, citing from an overview of Popel (2018). We describe the main MT components: gen-
eral NMT architecture (Section 3.1) and the currently most popular example – Transformer
(Section 3.2), training data (Section 3.3), and various advanced techniques: backtranslation
(Section 3.4) and checkpoint averaging (Section 3.5).
Of course, there are also many other components related to MT, which are not described

in this deliverable, for example: automatic speech recognition (ASR, see, e. g., reports of the
ELITR project5) and text-to-speech (TTS), which is needed in the speech-to-speech transla-
tion pipeline; cross-lingual information retrieval; multilingual summarization (see again,
e. g., the ELITR project); integration into production systems andmultilingual websites using
suitable metadata formats.6

3.1. General NMT Architecture
3.1.1. Early NMT approaches

There were several early attempts to exploit neural networks (at that time also known as
connectionist models or continuous-space models, in some contexts) in MT (e. g. Chrisman,
1991; Waibel et al., 1991; Forcada and Ñeco, 1997; Castaño et al., 1997). However, the era of
(modern) end-to-end NMT systems (Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014;
Bahdanau et al., 2014a) started about two decades later, when the computational resources
(GPU) became capable of training large models. NMT systems became competitive in well-
known shared tasks: WMT 2015 (Jean et al., 2015), IWSLT 2015 (Luong and Manning, 2015)
and WMT 2016 (Sennrich et al., 2016c). Most of these systems use recurrent (RNN) layers
(e. g., LSTM (Hochreiter and Schmidhuber, 1997) or GRU (Cho et al., 2014)), though some use
convolutional layers aswell (Kalchbrenner andBlunsom, 2013; Gehring et al., 2017). Vaswani

5 https://elitr.eu
6 https://www.w3.org/TR/mlw-metadata-us-impl
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et al. (2017) introduced a novel model called Transformer, which uses self-attention instead
of the recurrent or convolutional layers.
Transformer outperformed all the above-mentioned models (Vaswani et al., 2017) and al-

most all systems in recent WMT shared tasks are based on Transformer.7 We thus describe
the model in more detail (Section 3.2), after summarising the basic principles of NMT archi-
tectures (Section 3.1). Finally, we explain what we mean by the latent structures emerging
in Transformer self-attention layers (Section 3.2.5).

3.1.2. Token representation

In NMT, each input sentence is first tokenised into a sequence of tokens. The early NMT
systems used words as tokens (Sutskever et al., 2014), which resulted in large vocabularies
and a necessity to handle unknown words, referred to as out-of-vocabulary items. An alter-
native is to use characters as the tokens (Lee et al., 2016) or to use a hybrid word-character
approach (Luong and Manning, 2016). However, the most popular approach today is to split
words into subword units (subwords)8 and use these as the tokens for NMT (Sennrich et al.,
2016b). The subword vocabulary is trained so that frequent words are represented with a
single subword, while rarer words are encoded into multiple subwords. There are several
algorithms for training subword vocabularies (Schuster and Nakajima, 2012; Sennrich et al.,
2016b; Macháček et al., 2018; Kudo, 2018).
Each token is represented as a real-value vector, called embedding (word embedding, sub-

word embedding or character embedding). These embeddings can be pre-trained on mono-
lingual texts (e. g., with word2vec (Mikolov et al., 2013)), but most NMT systems initialise
them randomly and train them jointly with the whole translation.

3.1.3. Encoder-decoder architecture

Most NMT systems are based on an encoder-decoder architecture. The encoder maps the
input sequence to a vector of hidden states (sometimes called continuous representation or
sentence embedding). The decodermaps the hidden states into the output sequence (of target-
language tokens). Each hidden state usually corresponds to one position (token) in the input
sequence, so in general, the vector of hidden states has a variable length.9 The early NMT
systems (Sutskever et al., 2014) used only the last hidden vector as an input for the decoder.
Thus, the training was forced to encode all the information about the input sentence into a
fixed-length vector. Bahdanau et al. (2014a) suggestedusing a bidirectional GRU (gated recur-
rent unit) in the encoder. More importantly, they introduced an encoder-decoder attention
mechanism, where the decoder has access to all of the encoder’s hidden states. This way,
when generating each output token, the decoder can attend to different parts of the input
sentence. The encoder-decoder attentionmechanism circumvents the fixed-length sentence-
representation restriction and improves the translation quality, especially on longer sen-
tences (Bahdanau et al., 2014a).

7 See, e. g., appendix C in https://www.statmt.org/wmt21/pdf/2021.wmt-1.1.pdf.
8 For example, the German word Forschungsinstituten (i. e., research institutes) is encoded with three subwords:

Forsch + ungsinstitu + ten_.
9 For practical reasons of (mini-)batch training on GPU, sentences within one batch are usually padded to a fixed

length according to the longest sentence in the batch.
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3.1.4. Inference

The process of translating sentences (at test time) with a trained NMTmodel is usually called
inference.10 Most NMT systems use auto-regressive inference.11 This means that the output
sentence is generated token by token and after each token is generated, its embedding is
used as an input for generating the next token. In case of an RNN decoder, the decoding time
grows linearly with the sentence length. The decoding finishes once the decoder generates
a special end-of-sentence token.

3.1.5. Training

The advantage of NMT systems is that all their components can be trained in an end-to-end
fashion. This is in contrast with SMT and TectoMT, wheremost components had to be trained
separately. NMT is usually trained using backpropagation optimising the cross-entropy loss
of the last decoder’s softmax layer, which predicts output token probabilities,12 but there are
also NMT systems optimising sentence-level metrics (e. g., BLEU or simulated human feed-
back) with reinforcement learning techniques (e. g. Nguyen et al., 2017).
Importantly, NMT usually uses the teacher-forcing technique: when generating the next

word during training, i. e., it uses the previous word from the reference translation as the
input instead of using the previously predicted word.

3.2. Transformer
Transformer (Vaswani et al., 2017) follows the general encoder-decoder architecture as de-
scribed above, but instead of RNN layers it uses self-attention and feed-forward layers. This
allows to speed up the training and partially also the decoding thanks to better usage of par-
allelism.13

3.2.1. Attention

In general terms, attention can be defined as a functionmapping three vectors of queries (Q),
keys (K) and values (V ) to an output vector, which is a weighted sum of the values V . The
weight is computed as a compatibility of the corresponding key and query. See Appendix A.1
for details.
In the encoder-decoder attention, keys and values come from the encoder’s topmost layer

and queries come from the decoder’s previous layer.
In self-attention, all queries, keys and values come from the output of the previous layer.

Self-attention is used both in encoder and decoder, but in decoder it ismasked, so each posi-
tion attends only to preceding positions, because the following positions will not be known
at inference time due to the autoregressive property of the decoder.

10 In statistical MT (SMT), it is usually called decoding, but this is a slightly ambiguous term in NMT, because it can
mean either the inference or only using the decoder (possibly at training time).

11 There are also experimental systems with non-autoregressive inference (e. g. Gu et al., 2017; Zhang et al., 2018a;
Roy et al., 2018). Their inference is faster, but the translation quality has not achieved the level of autoregressive
models yet.

12 softmax(x)j = exp(xj)/
∑

i exp(xi) and the cross-entropy loss is H(y,p) =
∑

i yilog(pi), where p = softmax(x)
is the predicted probability distribution of output tokens and y is the training-data “distribution”, which is usually
a one-hot vector (yk = 1 for the token k on a given position in the reference translation, all other tokens i ̸= k
have yi = 0).

13 During training both encoder and decoder work in a non-autoregressive mode, that is all positions are en-
coded/decoded in parallel. During inference, only the encoder works non-autoregressively.
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It is possible to use a single self-attention function in each layer, but the translation quality
is improved (Vaswani et al., 2017) when combining multiple attention heads, so that each
head can focus on different phenomenon.

3.2.2. Encoder and decoder

The encoder of Transformer consists of 6 stacked layers of identical form. Each layer has
two sublayers (multi-head self-attention andposition-wise feed-forward sublayer), a residual
connection around each of the sublayers and a layer normalization. See Appendix A.3 for
details.
The decoder is similar to the encoder, but in addition to the self-attention and feed-forward

sublayers, each of the 6 layers includes also the encoder-decoder attention sublayer.

3.2.3. Positional encoding

Transformer contains no recurrence nor convolution and thus the information about posi-
tion of the tokens in the sentence must be supplied by other means. Transformer encodes
the absolute position in the sequence into positional encoding vector, which is subsequently
summed with subword embeddings and provided as the input to the first layer of the en-
coder. See Appendix A.4 for details.
An alternative solution is to extend the self-attention formula with a term which depends

on the relative distance of the key and query (Shaw et al., 2018).

3.2.4. Further reading

Formore details on Transformer, see the original paper (Vaswani et al., 2017). There is also a
blog explaining Transformerwithmany illustrations, showing, e. g., a visualization of the po-
sitional encoding.14 Finally, Popel and Bojar (2018) providemore information about training
Transformer models.

3.2.5. Latent Structures in Transformer

The attention (Equation 1) is based on a “compatibility” function softmax
(
QKT d−0.5

k

)
, which

assigns a weight wi,j ∈ ⟨0, 1⟩ to each query-key pair (Qi,Kj). In the case of the multi-head
self-attention in the encoder, the queries and keys are different projections of the vectors
representing each token on a given layer. For a given sentence, encoder’s layer and head,
it is thus possible to visualise this self-attention as a weighted bipartite graph, where the
weight of each edge is defined by wi,j .
Figure 1 shows an example of such visualisation for different heads. Each head is visu-

alised in a different colour and edge weight is indicated by thickness. Each of the three
subfigures shows another attention head in encoder layer 5 (out of 6). The words in the left
column in each of the three visualisations represent vectors corresponding to these words
on the input to the fifth layer of the encoder. By copying these vectors multiplied by the wi,j

weights, Transformer starts building the input for the sixth (and last) layer of the encoder.
Thus we can imagine that the words in the left column represent the sixth layer.15 The right-
most subfigure shows two attention heads, but focusing only on theword ‘its’ and illustrating
coreference resolution.16
14 https://jalammar.github.io/illustrated-transformer/
15 As described in Section 3.2, self-attention is followed by the PFFN sublayer and both sublayers are wrapped

by residual skip connections and layer normalization. However, self-attention is the only component, which
combines representations on different positions.

16 Incidentally, all words in the example sentence are frequent enough to be encoded with a single subword.
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Figure 1: Visualization of self-attention in a Transformermodel trained on English→German
translation. Adapted from Vaswani et al. (2017).

We can see several interesting phenomena in Figure 1:

• The self-attention has a relatively sharp distribution – each position (in the right col-
umn) attends to a small number of positions (in the left column). Often, most of the
attention focuses on a single position.

• Each head obviously specialises in a different task. The red-marked head in Figure 1
focuses mostly on short-distance dependencies and short phrases. The green-marked
head focuses on longer-distance dependencies and longer phrases. The violet-marked
head resolves the its–Law coreference link. Intuitively, this makes sense – by copying
the vector representation of “Law” to the position of “its”, we allow the further layers
(in encoder and decoder) to “understand” themeaning of “its application should be just”
and translate it correctly within a given context.

• The visualised self-attention structures resemble syntactic and semantic structures that
are present in manually annotated treebanks. However, the self-attention structures
emerged in the end-to-end training of English→German translations, where no lin-
guistic annotations were provided in the training data. We call these structures latent
because they correspond to latent variables of the Transformer model, i. e., variables
which are not (explicitly) visible in the data, but need to be inferred.

3.3. Training data
The quality of NMT depends heavily on the amount and quality of the training parallel sen-
tences. Although millions of parallel sentences are freely available for several language
pairs,17 the available material is still not enough for achieving optimal results in many Eu-
17 http://opus.nlpl.eu provides 32 English-X parallel corpora larger than 500M tokens for the following 17 languages:

ar, bg, cs, de, el, es, fr, hr, hu, it, nl, pl, pt, ro, ru, sr, tr.
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ropean languages. Moreover, the parallel data may not be available for the target domain
(e. g., medical or IT domain). A common solution is to use monolingual target-language data,
which is usually available in much larger amounts than the parallel data. The current best
practice in improving the quality of NMT using monolingual target-language data is back-
translation (Sennrich et al., 2016a), where the monolingual data is machine-translated to the
source language, and the resulting sentence pairs are used as additional (synthetic) parallel
training data as described in the following section.

3.4. Backtranslation
In SMT, target-language monolingual data are typically used only to build language models,
but there are also works showing that additional synthetic parallel training data created
with backtranslation can improve SMT (Schwenk, 2008; Bertoldi and Federico, 2009; Bojar
and Tamchyna, 2011).
The early end-to-end NMT systems (e. g., Bahdanau et al. (2014a); see Section 3.1) used

no target-language monolingual data. The first attempts to exploit this abundant data to
improve NMT used a separately-trained RNN language model (Gülçehre et al., 2015) or sen-
tence pairs with dummy (empty) source side used to train only the NMT decoder (Sennrich
et al., 2016a). However, synthetic parallel data created by backtranslation quickly became
popular because this approach is very easy to use with any NMT architecture and it gives
better results than both aforementioned approaches (Sennrich et al., 2016a). So, while in
SMT, target-language monolingual data are typically used for building language models, in
NMT they are typically used for building synthetic parallel data via backtranslation.
Sennrich et al. (2017) compared two regimes of how to incorporate the synthetic training

data. In the fine-tuned regime, a system is trained first on the authentic parallel data and then
after several epochs it is trained on a 1:1 mix of authentic and synthetic data. In the mixed
regime, the 1:1 mixed data is used from the beginning of training. In both cases, the 1:1 mix
means shuffling the data randomly at the sentence level, possibly oversampling the smaller
of the two data sources. Popel et al. (2020) introduced a third regime: block backtranslation,
where the authentic and synthetic parallel data are simply concatenated (without shuffling),
which is synergically combined with checkpoint averaging (see Section 3.5).
Note that although the data is termed synthetic, it is only its source side which is machine-

translated. The target side is authentic and thus can improve the fluency (and sometimes
even adequacy) of the final translations, simply by increasing the total size and diversity of
the training data.18 Backtranslation can also be used as a domain-adaptation technique if
the target-language monolingual data is in-domain or filtered to match the target domain
(Moore and Lewis, 2010).

3.5. Checkpoint Averaging
A popular way of improving the translation quality in NMT is ensembling, where several
independent models are trained and during inference (decoding) each target token is cho-
sen according to an averaged probability distribution (using argmax in the case of greedy
decoding) and used for further decisions in the autoregressive decoder of each model.
However, ensembling is expensive both in training and inference time. The training time

can be decreased by using checkpoint ensembles (Sennrich et al., 2017), where N last check-
points of a single training run are used instead of N independently trained models. Check-
point ensembles are usually worse than independent ensembles (Sennrich et al., 2017), but

18 Rarrick et al. (2011) show that it is beneficial to filter out machine-translated sentences from the training data,
but this concerns target-side synthetic sentences, so it does not contradict the improvements brought by back-
translation.
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allow to usemoremodels in the ensemble thanks to shorter training time. The inference time
can be decreased by using checkpoint averaging, where the weights in the N last checkpoints
are element-wise averaged, creating a single averaged model.
Averaging weights of independently trained models (with different random initialization,

including embedding weights) does not work because the model weights are not “compati-
ble”. Utans (1996) suggests to train an initial network on all data and then use it as a starting
point for training N networks on different subsets of the data and subsequently average
weights of these networks. So similarly to checkpoint averaging, the averaged models share
the same initial training and are not completely independent.
Checkpoint averaging has been first used in NMT by Junczys-Dowmunt et al. (2016, § 6.3),

who report that averaging four checkpoints is “not much worse than the actual ensemble”
of the same four checkpoints and it is better than ensembles of two checkpoints. Averaging
ten checkpoints “even slightly outperforms the real four-model ensemble”.
Checkpoint averaging is popular in recent NMT systems (e. g. Vaswani et al., 2017) because

it has almost no additional cost (averaging takes a fewminutes), the results of averagedmod-
els have lower variance in BLEU and are almost always at least slightly better than without
averaging. The interplay of checkpoint averaging with training dynamics is still not fully
explored and understood. An example of recent surprisingly promising improvements is
stochastic weight averaging (Izmailov et al., 2018), where checkpoint averaging is used in
combinationwith cyclic learning rate (Loshchilov andHutter, 2016) or constant learning rate,
which interestingly leads to faster convergence and better generalisation, as it finds much
broader optima than standard SGD (stochastic gradient descent).

4. Machine Translation: Current State of the Art

4.1. Current MT research approaches and benchmarks
The application of neural networks to MT has opened the path to developing a universal
engine whose ultimate goal is to train a single model to translate between an arbitrary lan-
guage pair. As a supervised system, to attain this goal, the architecture must model a mas-
sively multi-way input-output mapping task under strong constraints: a huge number of
languages, different scripting systems, heavy data imbalance across languages and domains,
and a practical limit on model capacity.
The effects of different advanced approaches for multilingual MT models have been in-

vestigated by Yang et al. (2021), for example. They first explore the way to leverage the pre-
trained language models that have been trained with large-scale monolingual data using
the publicly available DeltaLM-Large multilingual pre-trained encoder-decoder model (Ma
et al., 2021) to initialise the model. For efficient training, they apply progressive learning (Li
et al., 2020; Zhou et al., 2021; Zhang et al., 2020) to their model that continue-trains a shal-
low model into a deep model. Specifically, they first train a model with 24 encoder layers,
and then continue-train it by adding 12 layers on top of the encoder. Additionally, they im-
plement iterative back-translation (Hoang et al., 2018; Dou et al., 2020) that translates the
data for multiple rounds for data augmentation. They evaluate the system on the publicly
available Flores-101 data set (Goyal et al., 2021) consisting of 3001 sentences extracted from
English Wikipedia, covering a variety of different topics and domains, and translated into
101 languages by professional translators through a carefully controlled process. While the
results are very promising, they reflect a worrying trend: when English is involved in the
translation process either as a source or target language, the BLEU scores are rather high
(33.35 points on average when translating into English and 27.39 points on average out of
English). However, the results worsen considerably when only translation in language pairs
without English is considered (17.44 points on average).
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Along similar lines, Chen et al. (2021) build a single multilingual translation system with a
hypothesis that a universal cross-language representation leads to better multilingual trans-
lation performance. They explore three types of back-translationmethods, i. e., beam search
with the beam size of five (Sennrich et al., 2016a), unconstrained sampling (Edunov et al.,
2018) and sampling constrained to the most 10 likely words (Graves, 2013; Fan et al., 2018).
Besides, they also explore the effect of including vocabularies and varying volumes of syn-
thetic data during training. Surprisingly, smaller vocabularies perform better, and the ex-
tensive monolingual English data only offers a modest improvement. Interestingly, they
obtained 34.96 and 33.34 average sp-BLEU scores (Goyal et al., 2021) for five Central/East
European languages and English (30 directions) and five South East Asian languages and En-
glish (30 directions), respectively. This shows that techniques which favour languages with
a differing configuration to English are accessible and research could be directed to working
on such languges.
A key aspect to providing multilingual translation is scaling and multiple attempts at test-

ing scalability limits have been carried out. One of the best results were obtained by Tran
et al. (2021b), who trained two multilingual systems for 14 language directions: English to
and from Czech, German, Hausa, Icelandic, Japanese, Russian, and Chinese. In addition to
well-known techniques such as large-scale back-translation (Edunov et al., 2018), in-domain
fine-tuning (Tang et al., 2020) and noisy channel re-ranking (Yee et al., 2019), the researchers
also experimented with scaling dense transformers (Vaswani et al., 2017) (up to 4.7B param-
eters) and sparse Mixture-of-Expert (Jacobs et al., 1991; Shazeer et al., 2017) (up to 52B pa-
rameters). Compared to previous year’s winning submissions on theWorkshop on Statistical
Machine Translation, their multilingual system improved the translation quality on all lan-
guage directions, with an average improvement of 2.0 BLEU. This type of research is proving
that working with multiple languages at a time – rather than using the traditional bilingual
approach – is beneficial for the final systems’ quality.
Yet, researchers are also exploring alternative approaches tomultilingual translation. One

such strategy, which uses a new combination of existing techniques and has reported highly
successful results is that proposed by Zeng et al. (2021). They develop a system that is based
on the Transformer (Vaswani et al., 2017)with some effective variants, such as different com-
binations of Average Attention Transformer (AAN) models (Zhang et al., 2018b), weighted-
aan model (Ahmed et al., 2017) and talking-heads attention model (Shazeer et al., 2020). In
addition they employ data selection, Large-scale Back-Translation (Edunov et al., 2018) and
Knowledge Distillation (Kim and Rush, 2016) for synthetic data generation. They also em-
ploy Target Denoising (Meng et al., 2020), Graduated Label-smoothing (Wang et al., 2020)
and Confidence-Aware Scheduled Sampling (Liu et al., 2021) for advanced finetuning and a
self-Bleu based model ensemble (Meng et al., 2020). Their systems achieve 36.9, 46.9, 27.8
and 31.3 case-sensitive BLEU scores on English-to-Chinese, English-to-Japanese, Japanese-
to-English and English-to-German, respectively. Yet again, we see another example where
English is involved in the translation process and high BLEU scores are obtained. It is worth
mentioning, nonetheless, that pairing languages are, although full-resourced, largely differ-
ent in terms of typology, which might shed light on the technical difficulties posed by match-
ing those language families.
If we turn to the goal of achieving linguistic equality, which seems to be one of the main

weaknesses of both research projects and industrial provision, one of the most interesting
approaches is unsupervised MT (Artetxe et al., 2018; Lample et al., 2018) where no bilin-
gual parallel data is needed to train a fully working system. Conneau and Lample (2019)
showed for the first time the strong impact of cross-lingual language model (XLM) pretrain-
ing, investigating two unsupervised training objectives that require only monolingual cor-
pora: Causal Language Modeling (CLM) (Radford et al., 2018) and Masked Language Model-
ing (MLM) (Devlin et al., 2018). They show that both approaches provide strong cross-lingual
features that can be useful for pretrainingmodels. OnunsupervisedMT, they show thatMLM
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pretraining is extremely effective reaching a new state of the art of 34.3 BLEU on WMT’16
German-English, outperforming the previous best approach by more than 9 BLEU points.
They also demonstrate that cross-lingual language models can be used to improve the per-
plexity of low-resourced languages (Nepali language model). Without using a single parallel
sentence, a cross-lingual language model fine-tuned on the XNLI cross-lingual classification
benchmark (Conneau et al., 2018) already outperforms the previous supervised state of the
art by 1.3% accuracy on average.
In recent years, researchers have pushed this approach so that it is slowly catching upwith

the translation quality obtained by supervised systems. For instance, Han et al. (2021) show
state-of-the-art unsupervised neural MT system derived from a generatively pre-trained lan-
guage model. Their method is a concatenation of three steps: few-shot amplification, distil-
lation, and back-translation (Sennrich et al., 2016a). They first use the zero-shot translation
ability of a large pre-trained language model (GPT-3) (Brown et al., 2020) to generate trans-
lations for a small set of unlabeled sentences. In the next step they amplify these zero-shot
translations by using them as few-shot demonstrations for sampling a larger synthetic data
set. This data set is distilled by discarding the few-shot demonstrations and then fine-tuning.
During back-translation, they repeatedly generate translations for a set of inputs and then
fine-tune a single language model on both directions of the translation task at once, ensur-
ing cycle-consistency by swapping the roles of gold monotext and generated translations
when fine-tuning. By using their method to leverage GPT-3’s zero-shot translation capabil-
ity, they obtain a new state-of-the-art in unsupervised translation on the WMT14 English-
French benchmark, attaining a BLEU score of 42.1. While still restricted to a main-stream,
full-resourced language pair, learning outcomes are promising for lower-resource pairs.
While developing high quality, robust systems is the main goal of MT research, the added

value of Automatic Post-Editing (APE) should not be disregarded. APE involves automatically
correcting MT outputs before they are addressed by human language reviewers. What is
more, along with fixing systematic errors in the output, APEmodels have the ability to adapt
general purpose MT systems to new domains, registers, and so on always with the final aim
of obtaining better translations but also that of reducing the human post-editing effort (Chat-
terjee et al., 2015). APE has seen significant progress with transformer-based models (Yang
et al., 2020; Lopes et al., 2019) dominating the landscape as opposed to the earlier statistical-
basedmodels (Simard et al., 2007; Bechara et al., 2012) and RNN based sequence-to-sequence
models (Junczys-Dowmunt and Grundkiewicz, 2017).
Such an example is that by Oh et al. (2021) whose APE system is built based on Face-

book FAIR’s WMT19 News Translation Model (Ng et al., 2019) and is post-trained on WMT21
News-Translation Data (Koehn et al., 2005) and artificial synthetic data (Junczys-Dowmunt
and Grundkiewicz, 2016) with Curriculum Training Strategy (Xu et al., 2020). For finetun-
ing, Multi-Task Learning (MTL) (Ruder, 2017) is applied with related NLP subtasks such as
Part-Of-Speech (POS), Named Entity Recognition (NER), Masked LanguageModel (MLM), and
Keep/Translate are added to the model to reduce the over-fitting as well as achieve better
performance. For better training efficiency, the Dynamic Weight Average (DWA) mecha-
nism (Liu et al., 2019) is applied during the MTL to keep the correct balance between these
subtasks. Their experimental results show that their model is able to effectively detect and
correct the errors made by a high-quality NMT system, improving the score by -2.848 and
+3.74 on the development dataset (English-German) in terms of TER and BLEU, respectively.
What is clear from a review of the latest research efforts is that the use of notably deep

learning techniques has proven a major boost in the area and a decisive step forward in
the quality MT systems provide. Multilingual systems, which are able to leverage knowl-
edge and data from the different languages involved, are becoming the most popular frame-
works. Nonetheless, the focus on big, fully-resourced languages, and English in particular, to
test new techniques is concerning as it works against diversity, reinforcing already-existing
disparities. Fortunately, a novel approach attracting the attention ofmany researchers is un-
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supervised MT, where (every time less) monolingual data suffices to build a working system.
While much work remains to be done in this area, together with universal MT, it emerges as
one of the key pillars to drive language equality.

4.2. MT adoption and provision in the language industry
Today, most companies that base their business on providing translation solutions employ
neural networks in their MT systems. A quick look at providers’ solutions gives a clear
overview of the strengths of each company, as well as the issues that remain relevant for
the industry regarding the successful implementation of the technology.
A key aspect thatmost companies emphasise is the capacity for domain adaptation. This al-

lows for specialised engines that learn from domain-specific texts, and therefore, are aware
of specialist terminology and phraseology, avoiding the noise that words and expressions
from other fieldsmight introduce in the learning process. Herewe find companies that work
exclusively for certain areas (e. g., Lingua Custodia) as well as companies who develop sepa-
rate systems by domain (e. g., Lengoo, Pangeanic, RWS, Welocalize).
Further customisation is also highly valued and widely advertised. This can take several

forms. Most frequently, MT providers have their own generic or domain-specific engine
which is retrained and refined with customer’s own data. This often includes not only large
amounts of parallel texts (previous translations), but also self-improving glossary technol-
ogy (e. g., Across, Language I/O). Alternatively, do-it-yourself (DIY) MT opportunities are also
provided where customers have full control over system choices and build their own from
scratch using solely their company data (previous translations, terminology lists, etc.). Cus-
tomers can then choose to host the MT systems internally in a private cloud or hire third-
party resources for maintenance. What is also important is that such solutions can be made
accessible in all kinds of devices, from computers to smart phones or tablets.
Seamless integration of MT within existing localisation workflows is paramount for the

successful adoption of the technology. Companies go to great lengths to provide solutions,
often in the form of plug-ins, that can be easily integrated in the client’s computer-assisted
translation (CAT) tool, content management system (CMS) or website to avoid changes in the
main frameworks and allow for their usual communication channels with their customers
(e. g., Kantan, Pangeanic, Tilde, Unbabel).
The text type involved in the translation process is also distinctive across companies. For

example, we see companies specialising in email, article and chat translation, and therefore,
pushing for real-time adaptive MT, that is, engines that work fast and adjust the output as
conversations progress based on previous interactions (Language I/O), while others empha-
sise multimodality.
MT is coupled with post-editing when a level of accuracy and/or cultural adaptation is re-

quired in the final translated text. Some companies highlight their platform’s functionalities
to address this, be it directed at professional translators or crowd-sourcing platforms (e. g.,
Lengoo GmbH, Unbabel).
Interestingly, privacy and security emerge as matters of utmost interest in the industry.

Text submitted for translation may include sensitive product or customer information and
clients are often reluctant to hand these details over to third-party technology provides,make
them available to external post-editors and even to the MT systems, which can learn from
edits made to the raw output. The lack of understanding of how MT works and the unclear
legal rights, obligations and consequences of misuse have clients seeking solutions backed
with specific privacy and security functionalities (e. g., Across, LanguageWeaver, Pangeanic).
To conclude this list of features that companies highlight in theirMT solutions, it is interest-

ing to note several less representative yet interesting initiatives such as scalability concerns
(e. g., KantanMT, Lilt), the use of open-source technology (e. g., Pangeanic, Apertium) and
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speech MT (e. g., Papercup).
There are myriads of LSPs, each with their own strengths and limitations. However, it

is undeniable that it is tech giants such as Amazon, Google and Microsoft, or big multina-
tional LSPs such as Lionbridge andWelocalizewho set the standards and best practices for LT
development and provision. Most such companies are headquartered outside Europe and,
consequently, have business and societal objectives that do not always align with European
needs and goals. The dominance of those global companies exposes Europe’s lack of market
power which results in increasing market disparities. The absence of a clear roadmap and
support for LT at European level translates into an incohesive, fragmented Europeanmarket
with disparate language support for the language communities of Europe.

4.3. Specialised MT: applications that change society
We stopped a long time ago seeing MT as a topic exclusive to research circles and even as a
mere tool to decrease manual translation turnaround time for LSPs. Thanks to the advances
of the last few years, MT is starting to play a key role in real communication activities across
the globe. People are consuming multilingual content at an increasing pace, across many
platforms and digital media, and both professional and informal cross-language communi-
cation is gaining momentum. As a result, the demand for translated content has reached
an all-time high, and seems to be set to rise for the foreseeable future, both within Europe
and across European languages, as well as beyond worldwide. From blogs to on-demand TV
shows, to instant messaging and e-commerce websites, today public administrations, organ-
isations and companies must translate large quantities of content quickly. In this section we
explore how MT is currently used in our society across important areas, and we give our
views on the direction in which the use of the technology could take us in the coming years.
Online MT for general use In the early stages of applying machine learning to language

translation, MT was primarily used to get a rough translation of a text. Since the “MT neural
revolution” in 2016, MT results have significantly improved in terms of quality, consistency,
and productivity.
Nowadays, there are countless online sites that offer access to MT applications. Most be-

long to companies that make the systems freely available, most oftenwith usage restrictions,
to potential customers (Amazon, Google, DeepL, Linguee and Microsoft, among others); in
contrast, others are provided by organisations that either facilitate MT capabilities owned
by third-party companies, such as newspapers, or (often public) bodies that have their own
customised system available for the general public (for instance, the European Commission
and the Basque and Latvia governments, among others). Such free availability of online MT
engines that can be accessed via multiple devices (e. g., computers, tablets and smartphones)
makes it highly convenient for all types of users of all levels of language skills to benefit from
the technology for any professional or personal need that they may have at any given time.
Currently, the free versions of systems such as Google Translate and DeepL, to mention a

couple of the best-known free online services, let users translate texts between more than
100 languages by writing or copy-pasting them into a very intuitive and easy-to-use web
interface, and often, even entire documents (PDF files, Word documents, Powerpoint pre-
sentation, and even entire web pages are among the supported formats) can be processed
by uploading them to the platforms as easily as via drag and drop functionality. The sys-
tems even show possible alternative translations for the user to choose, and opportunities
to provide feedback in the form of corrected output or preference selection. Eventually, this
voluntary participation of the public allows the MT engine to improve quality.
What is interesting to see is that people use these generic translation tools to obtain trans-

lation proposals for a very diverse range of texts, which cover both professional and private
spheres: from specialised texts and reports to emails, online news and school homework.
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We observe that freelance, translators, professionals in non-linguistic areas and school chil-
dren alike turn to the online technology to overcome linguistic barriers, to complement their
language competence.
While access to these online applications is fast and straightforward, they do present risks

and cultural bias. Importantly, we must remember that all text submitted for translation is
genuine and often includes new information, be it personal or product- or process-related.
Companies offering MT services publish legally binding notifications stating that the texts
entered in the systems will be exclusively used for further system development, that is, no
attempt at uncovering the information in the texts will be performed. However, it is not yet
clear whether the information is completely safe, and whether some details contained in
input text could somehow surface in other situations after processing. After all, we should
all be weary that there are private companies behind the applications we use and that, to
this day, the legal boundaries of text ownership and use are not fully regulated across Eu-
rope. Translation clients clearly requesting LSPs and freelance translators not to use freely
available MT systems is a clear indication of this issue.
As mentioned, a further issue to note about these online services, and in particular those

offered by big companies, is the array of languages at our disposal. It is undeniable that the
collection available is increasing, with more and more languages included as research and
resources allow. However, not surprisingly, it is themajor andmost powerful languages that
benefit from the advances first and foremost, with small and minority languages repeatedly
coming second-place. A quick review of the language availability clearly shows the limited
provision for small languages in Europe and beyond. Not only that, the translation quality
obtained for big languages is strikingly better than that available for smaller ones, showing
the difference in resources and effort devoted to the different types of languages.
While the initiative to provide freeMT solutions to the general public by big companies is a

welcome effort, it is an undertaking tomonitor closely: it cannot become a route to gathering
private information; it cannot be a tool to further broaden the gap between languages, and
therefore, communities; and it should be accompanied by training programs for the general
public and efforts to raise awareness of the effects of using less than adequate texts.
VideoGamesMThas been available to the video game localisation industry for yearswith-

out much success. Adding to the general resistance to trust a machine to offer translation
equivalents inmany languages is the need for highly creative and culturally adapted options,
often with constraints dictated, for example, by available on-screen space. Localisation, in-
cluding translation, is an essential part of the gaming industry and for players around the
world. It enables them not only to understand the mechanics of the game and its rules, but
also allows them to enjoy the gameplay and feel engaged. In other words, quality localisa-
tion enhances playability beyondmere functionality. The types of texts that need translation
can vary a lot in the game industry. Besides, with the advent of online collaborative games,
that have participants from across the globe partnering to fight a common enemy, uniting
forces to solve a quest or simply forming communities for entertainment, in-game dialogue
has become critical, and therefore, the need for instant translation from and into multiple
languages.
Some game developers such as IGG, Keyword Studies and Ubisoft have their own internal

localisation departments, with in-house staff and resources to address translation, among
other localisation needs. Yet, there are many (game) localisation providers on the market
to choose from for those who prefer an external partner to handle this aspect of the prod-
uct (Alpha CRC, Altagram, BLEND, Lionbridge, Localsoft, Trágora, etc.). It is interesting to
see that, although localisation companies offer the possibility to translate video games into a
large number of languages (100+), the most common languages into which games are trans-
lated are the following: Chinese, German, Italian, Japanese, Korean, Portuguese, Russian,
Spanish and Turkish. Yet again, this indicates an overall trend that favours big languages
and enlarges the divide between major and small and minority languages.
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Undoubtedly an industry on the rise, video-game localisation is challenging MT technol-
ogy for instant, creative translation to allow for cross-language communication in entertain-
ment.
Health Medical translation refers to the translation of several kinds of text, both writ-

ten and oral: technical reports, medical procedures, regulatory documents, clinical histo-
ries, marketing content, etc., as well as software or trainingmaterial for the pharmaceutical,
medical engineering, and healthcare fields and doctor-patient and doctor-doctor communi-
cation. As in other areas, medical products and devices, documents related to clinical trials,
and medical information must be available for both clinicians and patients, and therefore,
presented in a language they understand.
Needless to say, this type of information is highly sensitive and requires the utmost preci-

sion and correctness given the serious consequences decisions taken based on inaccurate or
incorrect information may lead to. Traditionally, medical translation has been performed
by professional translators with specific subject matter knowledge, able to deal with the
sensitive technical and regulated nature of medical documentation and to guarantee high
translation quality.
In this context, MT has beenwidely discarded for years, as it was perceived as a tool which

could not guarantee the level of accuracy required in terms of terminology but also inmean-
ing transfer in general. If this field is to benefit from MT, there is still work to do, in par-
ticular, with regard to meaning transfer accuracy. Engines which can provide translations
good enough for gisting or that are of moderate quality do not suffice any more. It is time to
push for MT accuracy and consistency, and accept nothing short of high quality translation
(Haddow et al., 2021).
Aside from written text translation, MT could prove of great assistance in this field in

doctor-patient communication contexts. The increase in migratory movements results in
medical services treating immigrants with severe communicative difficulties. It is at this
time when a medical translation plan to help communication between patients and doctors
becomes of great importance. While professionally trained medical interpreters remain the
go-to specialists for translation in clinical practice and well-resourced institutional settings,
they are often not available or provided by the healthcare institutions or covered by insur-
ance companies. For this reason, physicians are beginning to turn toMT to facilitate commu-
nication, with all the risks that are involved. MT might be used to clarify patient histories,
review a clinical diagnosis, or convey recommended treatment plans and follow-ups to facil-
itate comprehension. Physicians might also encourage patients to ask questions or respond
to queries by directing them to input text into themachine translator. Once again, the system
must be ready to deal with sensitive data in a very specific domain.
What is evenmore critical than in other fields is that, often, the language pairs involved in

this type of communication involve non-mainstream languages, which vary from location
to location according to the migratory flows the regions receive. If MT is to assist in this
context, therefore, better systems that can specifically tackle the local languages and those
of the immigrants are essential.19
MT has been an useful tool to diminish borders between people and the COVID-19-related

information.20 Tomake emergency and crisis-related content available in asmany languages
as possible, the Translators without Borders together with several academic (Carnegie Mel-

19 Even today MT solutions provided by global companies support more commonly spoken languages, e.g., Google
Translate and Microsoft Translator are only available in 108 languages, while Amazon Translate supports only
75.

20 For example, in 2020 SDL made available SDL Machine Translationto all organizations, researchers and pro-
fessionals engaged in any aspect of COVID-19 medical research, discovery and development; more infor-
mation at https://www.biospace.com/article/releases/sdl-offers-machine-translation-free-of-charge-to-health-
science-professionals-/, while NAVER LABS Europe released a MT model for Covid-19 research https://europe.
naverlabs.com/blog/a-machine-translation-model-for-covid-19-research/.
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lon University, George Mason University, Johns Hopkins University) and industry (Amazon,
Appen, Facebook, Google, Microsoft, Translated) partners have partnered to prepare COVID-
19 materials for training state-of-the-art Machine Translation (MT) models for nearly 90 lan-
guages.21 The COVID-19 Multilingual Information Access initiative22, a collective effort from
the LT community, aims to improve information exchange about the virus across all EU lan-
guages and more by accelerating the creation of resources and tool. However, even in case
of COVID-19-related information MT also come with limits (for example, language coverage,
terminology or technical context, as well as literary texts) where human interpretation is
necessary.
Public Administration and Legal DocumentationMaking legal and administrative doc-

uments available in the (at least official) languages of the different regions across Europe
is an obligation of national governments. Given the intricacies of this type of texts, which
require full accuracy, careful use of terminology and often, the convergence of different le-
gal systems, translation has largely remained in the hands of human translators. However,
the large amount of public documents available to train new systems and the techniques
to guide terminology selection in automatic systems is little by little allowing MT to enter
the field. Several projects, actions and initiatives, for example, PRINCIPLE (Way et al., 2020),
ELRI23, ELRC24, aim to prepare and share language resources that can improve translation
services.
Along the same lines, the availability of high-quality neuralMTacrossmany language pairs

capable of being used intensively at different levels of public bodies, Member State and Pub-
lic Administration has been put forward as a key priority for the European Commission,
particularly for under-resourced EU languages and in some priority domains. For example,
NTEU project25 aims to create and release near-human quality machine translation engines
for public administrations (Bié et al., 2020), while the iADAATPA project (Castilho et al., 2019)
developed innovative platform to offer state-of-the-art domain-adaptedMT engines to public
administrations (Castilho et al., 2019).
As stated by the European Language Resource Coordination26, an excellent example of

how EU Council Presidency staff members and public administration translators can utilise
AI-powered NMT to facilitate and speed up multilingual communication is demonstrated by
Finland. During its 2019 Presidency of the EU Council, Finland set a record for the EU Pres-
idency Translator usage: more than 740 thousand translations containing over 12.7 million
words. By combining the CEF eTranslation service with custom NMT engines developed by
Tilde, the EU Council Presidency Translator was used to translate text snippets, documents,
and websites using a responsive online translation website and a CAT tool plugin (Pinnis
et al., 2020) . The main users for the translation tools included EU Council Presidency staff
members, public sector translators in the hosting country of the Presidency, EU delegates,
and international journalists covering the events. On top of the customNMT systems, the EU
Council Presidency Translator provides access to all the MT systems from the CEF eTransla-
tion service, for translation between the 24 official languages of the EU and English.
The challenge to address here is the provision of this type of service not only to the 24

official languages, but to all languages in Europe, promoting citizen equality and European
cohesion, key to a stable and unified view on the region. The rapid development opportu-
nities translation technology offers and the techniques for low-resource languages that are
being explored coupled with the identification of key information relevant for EU citizens,
could be used to present Europeans with significant pertinent documentation in their lan-

21 https://tico-19.github.io
22 http://eval.covid19-mlia.eu
23 http://www.elri-project.eu
24 https://www.lr-coordination.eu
25 https://nteu.eu
26 https://www.lr-coordination.eu/index.php/news/AI-powered-language-technology-helping-to-shape
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guage of preference.
eCommerce To fully reap the rewards of the international markets, every piece of content

on an e-commerce website should be translated into the target customer’s language. This
increases the (potential) customer’s understanding of the features of the product but also
helps build trust and the feeling that the company cares about its clients.
eCommerce companies around theworld face the challenge of efficiently and continuously

translating content across diverse devices and channels. The sheer quantity of eCommerce
content and its constantly changing nature, make it an ideal beneficiary of MT. Product in-
formation is the most obvious element that requires translation, but the same is true for
peripherals such as opinion messages, blogs, social media, marketing messages, and so on.
It is clear that eCommerce requires a mix of technical, highly accurate translations and in-
formal, creative, culturally aware translations.
Today there are many companies (e. g., Lionbridge, Protranslating, SeproTec, Simultrans,

Smartling, Stepes, Supertext, Weglot) that can help online business owners to make their
content multilingual to reach different markets and potential new customers. The services
offered by these companies range from the automatic translation of the vendor’s website to
the integration of different MT engines through APIs on CAT tools used by human translators
and on chats for customer support. What is interesting is that many of them offer plugins
compatible with the most common CMS and eCommerce solutions in the market, such as
WordPress, Drupal, Joomla, Magento and WooCommerce, allowing for seamless translation
workflows.
The quick review through some of the key consumer sectors underpinned by ICT shows

that a seamless integration of MT services could greatly broaden their reach and facilitate
positive experiences by enhancing them via use of native languages. For this to become a
reality, MT research and implementation need a significant push. The current shortcomings
of the technology and areas where effort should concentrate revolve around aspects that
help increase trust at times through increased accuracy, sometimes through high cultural
adaptation and creativity. It is high time MT quality and suitability are accounted for not
only by means of usage-agnostic metrics, but also by customer experience measurements.
It is clear that a region where all citizens feel equal and with the same quality access to
resources, services and commerce will do nothing but boost European cohesion.

5. Machine Translation: Main Gaps

5.1. Data
5.1.1. Availability

As stated in the EU Charter and the Treaty on the EU, all 24 official languages of the EU are
granted equal status. Despite multilingualism being a core tenet of the EU, the META-NET
White Paper Series found that 21 of the 30 European languages investigated were at risk of
digital extinction, with no language being considered to have “excellent support”, only En-
glish was assessed as having “good support” (Rehm and Uszkoreit, 2013). In addition to the
official languages, there are over 60 regional andminority languages, as well as migrant lan-
guages and sign languages, spoken by 40 to 50 million people. The negative consequences of
this lack of resources are twofold. Not only are Europeans not receiving the digital resources
they are entitled to, but this lack of resources also represents a lack of language data, which
can be used to train MT engines. As the META-NET findings show, availability of language
data needs to be tackled.
However, availability does not guaranteeusability. TheOpenDataDirective (2019/1024/EU)

does not recognise language data as a high-value data category, meaningwhat little language
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data does exist for at-risk languages may not necessarily be clear, or, how data fit for re-use
for the purposes of developing MT systems to support these underrepresented languages.

5.1.2. Usability

To be considered usable as training data, language data must meet certain criteria. For in-
stance, to train high-performance neural MT systems, bilingual data needs to be correctly
aligned (both from a structural and from a content point of view), it needs to be adequately
cleaned, and it needs to undergo a number of necessary pre-processing steps (e.g., tokeni-
sation, byte-pair encoding, etc.). While optimised automated data cleaners can tidy up any
bilingual data to a satisfactory point, translation data in the form of TMX and TBX files is an
ideal starting point for building MT systems.
The ELRC White Paper Why Language Data Matters found that specialised user training

and negative dispositions towards CAT tools (along with their high costs) were blocking fac-
tors for translators to embrace CAT tools, hindering the creation of TMX and TBX files and
language data sharing (ELRC, 2019).
The collection of usable language data in Europe is particularly important: while the in-

tensive use of popular systems developed by large global MT service providers allows them
to collect and re-use user data, services in Europe would not be able to re-use user data in
this way due to GDPR (Aldabe et al., 2021).

5.1.3. Domains

Neural MT systems benefit from exposure to a wide variety of data, including style and con-
tent variety. Likewise, while domain specificity is important to tune an engine towards a
particular field or subfield, expanding the domain coverage usually brings benefits to the
training of a neural MT system. This means that domain availability is almost as relevant
as language availability. While data categories such as legal, financial, and technical are
usually well covered in terms of availability and suitability of training data, more specific
or uncommon sub-categories may not have comparable amounts of training data available.
Moreover, there is generally a disparity between publicly available and proprietary bilin-
gual corpora in terms of domain coverage. As a result, there is a gap in the availability of
subdomain-specific language data both in official andminority languages. The danger of this
gap is that it could lead to the centralisation of some specialised fields over others, excluding
speakers of less supported languages in the long term.

5.2. Technology
5.2.1. The “Compute Divide”

With the paradigm shift to neuralMT systems, research and development related toMT have
become increasingly computationally intensive. It follows that access to hardware, experts,
and involvement in research have also shifted in such a way that elite universities and large
firms have an advantage due to their ease of access to computing power (Ahmed andWahed,
2020).
According to the ELE report on existing strategic documents and projects in LT/AI, there is

a lack of necessary resources (experts, High Performance Computing (HPC) capabilities, etc.)
in Europe compared to large US and Chinese IT corporations (e.g., Google, OpenAI, Facebook,
Baidu, etc.) that lead the development of new LT systems. The report also highlights an
uneven distribution of resources, including scientists, experts, computing facilities, and IT
companies, across countries, regions and languages (Aldabe et al., 2021).
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5.2.2. Multi-modal MT

MT is commonly thought of as translating text to text by means of computers. Multi-modal
MT is possible, but it is still relatively in its early stages. Fields in which further technologi-
cal innovation would increase potential use cases for MT include image recognition, text-to-
speech and speech-to-text.
Image-to-text translationmakes use of Optical Character Recognition (OCR) to isolate text

in images. This technology is quite effective, and nowadays smart phone and tablet users can
generally avail of image translation services free of charge. However, OCR software is not as
widespread as standard text-to-text translation. Multiple factors affect the accuracy of OCR
technology, including coloured or decorative backgrounds, blurred texts, and skewed doc-
uments. It can also struggle with non-Latin alphabets, larger or smaller letters, look-alike
characters, and handwritten text (Dilmegani, 2020). All of these issues affect the accuracy
of OCR and can result in errors. In MT applications, these errors may result in nonsensi-
cal translations. Combining OCR with text prediction is an open area of research and may
improve the accuracy of this technology.
Audiovisual media plays a more and more central role in our lives, for instance when

thinking about the increasing popularity of AI-powered virtual assistants and online stream-
ing services. For this reason, the ever-growing demand for translation of audiovisual con-
tent has sparked interest in the development of MT-centric text-to-speech and speech-to-text
applications. Moreover, the need for accessible content in the form of subtitles and audio
descriptions for those who are visually impaired, deaf, or hard of hearing has the potential
to drive innovation in MT.
The New European Media Strategic Research Agenda states that in the future AI will be

used to translate speech to subtitles, text to Sign Language and Sign Language to text (New
European Media Initiative, 2020). Its recommendations include:

• Fluidising/streamlining the circulation of audiovisual (or video) programs through MT,
while humans focus on the quality of work, for example.

• Encouraging synergies and convergence between subtitling and the development of
multilingualism or the integration of foreigners (migrants for example).

• Developing AI tools for automatic translation from speech to subtitles, from text to Sign
Language, and from Sign Language to text.

• Developing AI tools for robust automatic translation of subtitles (multi-languages).

Training high-performance MT systems to translate subtitles is particularly challenging.
As mentioned above, rigid copyright laws in Europe forbid the use of translations of copy-
righted movies and audiovisual material, despite the fact that this may constitute fair use
(see section 5.4.1). Compared to technical language, subtitles are often more creative and
idiomatic in nature, increasing the difficulty of translation and the need for high volumes of
good-quality training data.

5.3. General Approaches
5.3.1. Project Manager as end user

Projectmanagers in the language industry are often facedwith pressure to provide discounts
when usingMT under the premise thatMT boosts productivity, allowing linguists to post-edit
more words per hour than if they were to translate from scratch. While the advent of MT
has allowed translators and linguists to spend less time on repetitive content, productivity
gains still depend on several other factors, including the quality of the MT systems and the
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complexity of the content or domain. The pricing pressure often arises as a consequence of
not taking into account these extra factors whichmakeMT post-editing a more complex task
than someone unfamiliar with MT might initially think. Providing project managers with
the resources to better communicate these factors could be a step towards relieving pricing
pressure.

5.3.2. Linguist as end user

LT has changed the role of the translator, here we use the word linguist to refer to language
professionals who translate, post-edit, and evaluate LT among other tasks. As the ELRC re-
port Why Language Data Matters has shown, some linguists express negative dispositions
towards MT and CAT Tools. This has slowed down the adoption of LT along with the creation
of quality language data:

“For instance, in Croatia and Slovakia, little awareness of the availability of tech-
nical solutions that could improve the translation process was demonstrated as
well as a generally slow adoption of technologies. In other countries (e.g., Ireland,
Greece, and Romania), an unskilled use or non-use of CAT tools was observed. The
Irish Technology National Anchor Point (T-NAP) held a training workshop on the
use of CAT tools and MT post-editing in June 2019. Less than 20% of the transla-
tors (public servants and freelance translators) had used CAT tools before, clearly
indicating the big demand for this kind of training.” (ELRC, 2019)

There tends to be a generational divide in attitudes towards the adoption of MT in trans-
lation workflows among linguists, with some older linguists fearing that MT threatens their
job security. Younger linguists tend to havemore positive dispositions due to proper training
in such technologies being included in their higher education courses. Moreover, they will
usually have been introduced to MT at a stage where it was much more reliable than the
rule-based or statistical systems that older linguists would have used in their training.
However, linguists play an important role in the assessment and continuous improvement

of MT engines, especially because there is still no universal way of automatically evaluating
MT quality (see section 3.4). For this reason, while the role of traditional translators might
have changedwith the overall improvements inMT, demand for linguists has remained high
alongside the developments of AI and LT.

5.3.3. Reader as end user

At the other end of the spectrum, hype about the advancements of AI andMT can guide those
less familiar with LT expertise into thinking that MT is infallible (see Läubli et al. (2018) and
Toral et al. (2018) for clear demonstrations that the ‘human parity’ claims were less than wa-
tertight). The language industry has seen a growing interest in MT Literacy, where linguists
less familiar with LT are taught to use MT critically (Bowker, 2021).
The wide availability of MT applications coupled with the sometimes-deceptive fluency of

neural MT output may lead users to avail of MT uncritically, without always understand-
ing its pitfalls. As more and more non-language professionals employ MT daily, there is a
growing need for adequate literacy which includes a measured understanding of LT and its
capabilities among the general public. One step in this direction includes educational publi-
cations such asMultiTraiNMT: Machine Translation for Multilingual Citizens, an open-access
e-book which addresses the technical foundations of machine learning as used in MT and
the ethical, societal, and professional implications of its use (Kenny, in preparation). Work
demonstrating what MT can and cannot do in the area of literary translation is also worthy
of consideration (e. g., Moorkens et al. (2018); Toral and Way (2018)), as is recent work on
‘translationese’ (e. g., Toral (2019); Vanmassenhove et al. (2019, 2021)).
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5.3.4. Automated Evaluation of MT

Automatedmetrics are a language-independent and cost-effective way of assessing the qual-
ity of machine translated output. Research in the field focuses heavily on developingmetrics
that are able to show higher and higher correlations with human judgement, and as a result,
several different metrics are presented at conferences around the world every year. De-
spite, or perhaps as a result of, their abundance, there is still a lack of agreement among the
MT community on a single metric which can be used universally to assess the quality of MT
engines prior to deployment.
Bilingual Evaluation Understudy (BLEU: Papineni et al. (2002)), for example, has enjoyed

perhaps the broadest use in the MT industry, despite its known shortcomings with regards
to neural MT. Many other metrics have been developed since BLEU, and while they all have
their pros and cons, thewidespread use of BLEU has proven thatmetrics can serve a purpose
without being scientifically infallible. Adopting a single metric as a standard for measuring
NMT would possibly allow for a widespread benchmarking of LT across Europe.

5.4. Regulation
5.4.1. Licensing and Copyright

Translation memory and terminology data is often licensed for non-commercial use only.
When commercial licences do exist, their prices are often prohibitively high. This acts as a
major barrier to SMEs developingMT applications, especiallywhen there is a limited amount
of data available.
With regards to copyrighted content, copyright laws pose a further barrier in Europe.

While copyright law is subject to fair-use exceptions in countries such as the US, European
law is far less flexible. Many European laws severely restrict the use of parts of copyright
works for purposes such as datamining. However, using subtitles from a copyrighted film to
train an MT engine would not necessarily detract from the profits expected from the owner,
as users would have no access to the engine’s training catalogue. If lawmakers could agree
that using aligned translations of copyrighted data constitutes fair use, as far as it in no way
impairs the value of the materials and does not curtail the profits reasonably expected by
the owner, LT stakeholders could avail of this high-quality language data.
An important new book on this topic is Moniz and Escartín (2022), and many of the chap-

ters in that volume are relevant for a wide variety of issues on this topic.

5.4.2. Legislative and Adoption Gaps

Despite the widespread celebration of multilingualism in the EU, there is no common policy
addressing language barriers as of yet. Below are some examples of scenarios where multi-
lingualism acts as a barrier to people in times of crisis. It is fair to say that current legislation
does not account for these scenarios, resulting in critical gaps in services for communities
in the EU. Adopting MT in these areas could mitigate the difficulty sometimes caused by lan-
guage barriers, strengthening the position of multilingualism as a facet of European identity
that is worthy of celebration.
The Covid-19 pandemic has demonstrated the need for rapid dissemination of clear infor-

mation and guidelines in times of crisis. In Ireland, the provision ofmultilingual information
was seen to be slow, reactive, and random. Even the provision of information in Irish and
Irish Sign Languagewas slow in the early stages (O’Brien et al., 2021). The first recommenda-
tionmade in a report fundedby theDublin CityUniversity Educational Trust, Communicating
Covid: Translation and Trust in Ireland’s Response to the Pandemic, is for state departments to
implement a coordinated approach to the provision of translated content in crises. Careful
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use of MT can increase productivity in times of crisis, ensuring that public health informa-
tion is communicated quickly and effectively. Ensuring that language professionals trained
in using MT do so before multilingual guidelines are proofread and published ensures that
members of the public, who might not use MT critically, have their language needs met.
The requirement for all translations of personal documents, including birth, death, im-

migration, adoption certificates etc. to be stamped by a sworn translator can exacerbate
particularly stressful times in the lives of civilians, by adding costs and waiting times. The
repetitive nature of documents like these as well as their standardised terminology are par-
ticularly well-suited to MT.
Just as the Audiovisual Media Services Directive boosted demand for text-to-speech and

speech-to-text technologies, there could be an increase in the demand for MT if policies ne-
cessitating the translation of certain audiovisual material into all 24 official languages were
introduced. While EU Law requires that the product descriptions of goods soldwithin the EU
be translated into theMember State’s official language, as of yet there are no such regulations
regarding product descriptions for cross border e-commerce.
Finally, there is a gap in publicly availableMT serviceswhich cater specifically to the needs

of people in Europe. With the increased use of smartphones, MT applications have become
a feature of daily life even for non-language professionals. Users around the world avail of
free-of-charge MT services provided by Google, Microsoft, Baidu, etc. However, these major
global companies could start withdrawing or charging for their services at any time. More-
over, they do not cater specifically for the needs of European citizens.
Training neural MT engines is resource intensive and has a heavy carbon footprint. One

area where the law is perhaps too relaxed is in relation to carbon emissions in the field of
AI research and development. Researchers have warned of the marginal performance gains
associated with expensive compute time and non-trivial carbon emissions. Strubell et al.
(2019a) recommend that time spent retraining should be reported for NLP learning models
and that researchers should prioritise developing efficient models and hardware. The EU
has the opportunity to be a pioneer in training and developing green LT by following and
enforcing these recommendations.

6. Machine Translation: Contribution to Digital Language
Equality and Impact on Society

Nowadays, due to globalization, MT is essential for the development of society. It impacts di-
rectly on the economy and cultural exchange between countries. Human translators cannot
meet the huge demand for translations in a limited time at any time and also at a low cost.
Translations must be quick and only MT can work in this scenario. Otherwise, translations
are not helpful. Anyone can access MT allowing for the democratisation of information in
any language. For human translators, MT is a useful tool to facilitate their work. It is much
faster and requires less effort to post-edit MT than translating from scratch.

6.1. History and Background
Since the MT hype prior to the ALPAC report in the 1950’s MT was hailed as the technology
that could “translate all the Russians do in one week”. The focus was then on information
services. The concept of well-resourced languages did not exist as MT depended on large
sets of rules between close or distant language pairs – andwith it a varying degree of success
and accuracy. The interest in MT in the days of rule-based systems focused on large lan-
guage pairs, or at least language pairs with the greatest demand for translation services and
documentation. Languages which lacked a sufficiently large number of speakers to justify
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demand for development or lacked sufficient political interest began to suffer a “technology
gap” because of a lack of interest in development. Thus, languages such as French, Russian,
German, Spanish, Italian, Japanese, Chinese and Arabic were the first to be developed from
English and sometimes among themselves. It goes without saying that the success was much
greater if the languages were syntactically and semantically closer than, let’s say Japanese-
English or French-Arabic.
In 1984, example-based MT appeared. With these systems, translation memories were

started to be collected and the translation examples were used to match parts of the new
translations according to the phrases.
With the advent of statistical systems from the early 2000’s, the focus shifted to having

as much available data as possible. Many resources and in particular massive amounts of
parallel data are required to build solid MT systems. It is from this time that we started
to witness the concept of a “digital gap” between well-resourced languages that can bank
on several kinds of resources, from national libraries to a long tradition in literature and
translation to other languages – both in Europe and elsewhere – which lack the sufficient
digital footprint and resources to keep up with the requirements of massive amounts of data
that are needed to build MT models.
The EU’s DGT and the Europarl corpus have beenmade available to academia and industry

for a long time as repositories on which some base systems could be built. However, in the
case of countries that joined the EU after the large enlargement, there is a lack of parallel
data because of the shorter amount of time those countries have been official EU languages.
Parallel data creation is costly in terms of time and resources and many times dependant on
works of Public Administrations. The NEC TM project27, for example, calculated in its mar-
ket study that European Public Administrations spend approximately €300 million a year
in translation services contracts with language vendors. This parallel data is mostly not re-
quested back by institutions – many of which operate in low-resourced languages.
Data availability, in short, goes hand in handwith the availability ofMTandMTquality and

the contribution it canmake to DLE and of course its impact on society. There is a strong link
between data pipelines to improve local (national) technology, the awareness that citizens
are also data producers (and Public Administrations are always the data creation champions)
and the creation of MT technologies. For example, in the case of Catalan, a regional language
in Spain that is co-official in 3 Spanish regions but it is also spoken in parts of France and
Sardinia (Italy), having co-official status kickstarted a series of administrative decisions that
facilitated the creation of more and more parallel data, which has been utilised as a basis
for local MT companies. Prior to it, some of those companies and Universities (U. Alacant)
were involved in the creation of rule-based systems (Apertium) as a result, then turning and
supporting ML companies such as Prompsit or Pangeanic.
Societies that care about data sovereignty and establish language data policies can facili-

tate the growth of LT companies. The question now is if these companies and technologies
in turn create a virtuous circle, impacting society.

6.2. Does MT contribute to Digital Language Equality?
The availability of well-known online MT services has revolutionised the translation indus-
try. In its wake, it has also affected expectations about language translation availability,
ubiquity, quality and embedment as part of many services. Large technology companies be-
gan rolling out sets of languages (mostly into and out of English) as soon as statistical MT
systems became stable and could scale. Of course, well-resourced languages were the first to
be served, but such systems soonmade available high-quality systems in over 100 languages,

27 https://www.nec-tm.eu
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with the added advantage of better perceived quality as neural engines began to become the
state of the art from 2017/18.
Many of these systems have been built using a non-negligible amount of back-translation,

a technique throughwhich a human-quality source language is translated into English (basi-
cally flipping over the order inwhich the encoding anddecodingwill happen). This and other
techniques such as data augmentation, have made it possible to scale in the data creation of
parallel corpora and, consequently, of more and more MT systems even in low-resourced
languages. The key point is if all those systems by large IT companies and the increasing
number of systems by smaller players contribute to a more equal relationship between lan-
guages from a digital.
Onewould be inclined to acknowledge the paramount role ofMT in knowledge acquisition

and information retrieval from any language, once a system is built. It allows data from
those low-resourced languages to be understood and be made digitally available to much
wider audiences and the world’s public. It gives access to previously relatively unknown
information, as it comes in a language with small number of speakers or low resources to be
made available quickly and vice versa: those same speakers can access information in any
of the better-resourced languages. In short, new developments in MT do bridge the gap in
information access to “minority”, “low-resourced” languages or languages lacking enough
digital footprint.
Transfer learning techniques have been proved to help low-resource languages training

multilingual models. As mentioned in Yang et al. (2021), one technique is using huge pre-
trained language models to initialise the models. In 2021, multilingual models have beaten
bilingual models in the MT competition in the Workshop of Machine Translation (WMT) in
many language pairs by Facebook submissions Tran et al. (2021a) including Hausa which is
a low-resource language spoken in West Africa.

6.3. Uses of MT in Society
Uses of MT are very varied, from customer reviews on travel sites to document translation
for tax o legal public administrations. None of those uses and the business intelligence that
can be derived from them can happen without language transfer. MT not only works for
equality on dispute resolution or as a source of information for insights at scale irrespective
of the source, but also enables business to build on those services, impacting the society they
belong to. We cannot separate the use and availability of the technology from its societal
impact.
The ubiquity of MT services is an indisputable fact of current European digital societies. It

has become an embedded technology in many services and it is expected as a service, real-
time and of high quality. The ELE consortium has identified several day-to-day uses which
serve as an example of how it is used in very different spheres of our lives.

• Politicians verify national legislation of other EUMember States bymachine translating
it to compare to their own and /or gain inspiration fromwhat is being legislated in other
countries.

• Citizens communicate with free online tools during their visits to other countries, or to
check text (tourism and general purposes).

• The general public use free online tools to understand instructions, documents, sayings,
news, etc.

• Social media conversations from sports events to political issues. Most happen in a
monolingual setting but information sharing does happen in platforms such as twitter,
and about specific topics; there have been studies on the radically different views of
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the Euro crisis in Germany and Greece, for example, with public opinion being inflated
as stereotypes were reinforced but serious information sites – which were machine
translated – offered a more in-depth view from both sides.

• Studentsmachine translate papers, websites, research fromeducational establishments
all over Europe.

• E-commerce websites offer products online to consumers within the Union in multiple
languages.

• Public Administrations translate documentation when text and documents from an-
other public administration when the need to liaise and exchange information. This
applies to tax records, justice, medical records, etc.

• Translation companies many times use MT services for daily work in order to provide
faster and cheaper services to their clients.

All these uses generatemassive amounts of online data, that is not re-used or it is generated
for the benefit of the free online tools providers to make their engines and technology more
accurate. Access to massive amounts of data that is freely available and provider by general
users has scaled a lot of MT research, whilst it has provided little in terms of open-sourced,
generally available resources.
Whilst the majority of the talent in development has been European, large-scale devel-

opments are foreign to the EU or the result of private sponsorships. Heavy investment in
MT research at Universities over the years created the know-how and technical knowledge
which has not been exploited commercially.
The question for Europeans remains on privacy of the data used and how this data is trans-

mitted. TheMT landscape is dominated by large non-European players and technology com-
panies such as Google Translate, Bing, Yandex. DeepL is the only EU-based provider, being
sponsored by a German initiative born as a result of parallel text data collection over many
years (Linguee). Most European MT companies remain fairly small and have little impact
(visibility) on society beyond professional level usage. The EU’s own service (eTranslation)
is available for free to public administrations and it also opened its services to SME in 2021,
although connection is by means of API only (no panel), putting it on an equal footing with
other European commercial solutions.
A good example of increasing privacy concerns anda good lesson to decision-makers comes

from Switzerland, where DeepL was recently banned by management as an external tool
amid concerns of MT privacy and data exploitation. Swiss Post declared as policy that its
staff should only use its own MT technology, so no private data or data belonging to the or-
ganisation would be sent to third parties.28
GDPR has the potential to change things as privacy concerns become relevant to institu-

tions and enterprise, with EU-sponsored projects such as MAPA29 providing highly accurate,
open-source anonymisation for public administrations. It remains to be seen how this po-
tential is exploited so that MT and general NLP solutions permeate and help create a more
data-based Europe based on intelligent solutions with the citizen at its core.

28 https://slator.com/swiss-post-bans-deepl-backs-down-after-staff-uproar/
29 https://mapa-project.eu
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7. Machine Translation: Main Breakthroughs Needed

7.1. Rationale
The needed breakthroughs we list here are inspired by the following observations: (1) there
is a need to investigate new ways of developing MT systems on future-proof hardware (2)
EU policies encourage more fundamental research into carbon neutral and trustworthy AI
(3) although policies for data and AI are in place, data collection remains a struggle for all
parties involved in MT development (4) a great deal of groundwork on novel technologies
still needs to be done.

7.1.1. The need for new hardware infrastructure and training paradigms

According to a competitiveness analysis ordered by the Connecting Europe Facility (Vasiljevs
et al., 2019), the position of the European MT market, as compared to that of North America
and Asia, is excellent for research and innovation, while it lags on investments, infrastruc-
ture and industry implementation. At the same time, the study highlights that the market is
fragmented (STOA, 2017, p. 104):

“The European HLT industry is mainly made up by innovative smaller companies
and micro-enterprises. Although most of them have been established in the mar-
ket for several years, the specificities of the LT market in Europe (local/national
companies with expertise in local languages that serve local markets) hamper
their growth. The transformation into global players capable of competing with
non-European big companies requires financing in all stages of business life cy-
cle, not only in research activities. The creation of investment instruments and
accelerator programs can increase the economic potential of the high level of in-
novation within the European industry, which could remain European instead of
becoming subsidiaries of the USA’s big players.”

This fragmentation causes serious issues for the level of intensity at which LT research
can be conducted. While in North America and Asia resources can be allocated to only a
limited number of languages, in Europe, resources must be distributed across a multitude
of official and unofficial EU languages. As a result, the scale at which European research
can be conducted is limited. Considering the massive infrastructure that is required to train
very large state-of-the-art LT systems, Europe starts with a systemic handicap. When looking
forward to 2030, we expect the movement towards more efficient and real-time translation
to continue30. Europe’s strong foundation in research and innovation can compensate for
the disadvantage European organisations have with respect to infrastructure, provided that
a concerted effort is undertaken in researching the development of new hardware platforms
and respective AI training paradigms. Hence, a breakthrough in these fields is needed for
Europe to remain on par with the rest of the world.

7.1.2. Alignment of needed breakthroughs with existing EU policies

The breakthroughs in the development of hardware platforms and training paradigms are
also warranted by several EU policies.

30 Google reportedly uses AI to accelerate the design for AI chips that can be used for faster and less power-
consuming MT, as described in Mirhoseini et al. (2021)
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Through the European Green Deal31 and the Horizon Europe Work Programme,32 the Eu-
ropean Commission has committed to making “Europe the world’s first climate-neutral con-
tinent by 2050”. To achieve this, the economy must be transformed with the aim of climate
neutrality. More efficient AI infrastructure can help in reducing the amounts of energy that
are required for data storage and algorithm training33. For example, an MIT study (Strubell
et al. (2019b)) found that training a large AI model to handle human language can lead to
emissions of nearly 300,000 kilograms of carbon dioxide equivalent, about five times the
emissions of the average car in the US, including its manufacture. In line with this study,
Swedish researchers have forecast that data centres could account for 10% of total electric-
ity use by 2025.34
An equally fundamental breakthrough is needed in the understanding of how our current

algorithms work. It is rightfully observed that “recent Natural Language Processing (NLP)
systems based on pre-trained representations from Transformer language models, such as
BERT and XLM-Roberta, have achieved outstanding results in a variety of tasks. This boost
in performance, however, comes at the cost of efficiency and interpretability. Interpretabil-
ity is a major concern in modern Artificial Intelligence (AI) and NLP research, as black-box
models undermine users’ trust in new technologies.”35 The EU Coordinated Plan on Artifi-
cial Intelligence36 recognises this problem and advocates the need for trustworthy AI,mainly
from the perspective of the end-user. But interpretability and explainability of AImodels are
also of great importance for the scientific community. If researchers wish to improve their
algorithms, they must gain a deeper understanding of what causes models to behave the
way they do. Introspection is needed to prevent models from performing poorly or to act in
a gender or culturally biased manner.

7.1.3. Policy breakthroughs needed in support of AI development

The EU Coordinated Plan on Artificial Intelligence correctly states that “Further develop-
ments in AI require a well-functioning data ecosystem built on trust, data availability and
infrastructure.”37 But it underestimates the effect that one of its cornerstones has had on
data collection in the field. According to the plan “The General Data Protection Regulation
(GDPR) is the anchor of trust in the single market for data. It has established a new global
standard with a strong focus on the rights of individuals, reflecting European values, and
is an important element of ensuring trust in AI. This trust is especially important when it
comes to the processing of healthcare data for applications driven by AI. The Commission
would like to encourage the European Data Protection Board to develop guidelines on the
issue of the processing of personal data in the context of research. This will facilitate the
development of large cross-country research datasets that can be used for AI.”38
Unfortunately, the GDPR has had an adverse effect on a large part of the European LT

industry. Stakeholders in data management, publication and collection have come to incor-
rectly assume that all data is personal by default, as an overly cautious measure to comply
with the GDPR. This is especially true for data consisting of human natural language, which
is difficult to manage, since it has no fixed schema indicating when personal details (for ex-
ample names or addresses of persons) may occur. As a result, expensive legal counsel and

31 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52019DC0640
32 Horizon Europe Work Programme 2021-2022, European Commission Decision C(2021)4200 of 15 June 2021
33 See for example https://ec.europa.eu/research-and-innovation/en/horizon-magazine/ai-can-help-us-fight-

climate-change-it-has-energy-problem-too
34 See for example Andrae (2017)
35 See for example https://eval4nlp.github.io/sharedtask.html
36 Coordinated Plan on Artificial Intelligence, COM(2018) 795 final
37 Ibid.
38 Ibid.
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tools for anonymisation are applied in situations where they could be avoided or are not
necessary at all. In addition, non-European AI companies have been able to operate without
GDPR restrictions ever since, which has gained them a considerable competitive advantage
over EU companies.
Although the EU Coordinated Plan on Artificial Intelligence has foreseen a framework for

the free flow of non-personal data in the European Union39, including the creation of com-
mon European data spaces in a number of areas, and a proposal for a directive on the re-use
of public sector information40, the process of obtaining linguistic data that has been cre-
ated using public funding is currently too cumbersome and pull-oriented. This means that
data resulting from public procurement procedures has the tendency to remain locked up in
privately-owned data silos, while the research community and LT industry must go to great
lengths to find, identify and reconstruct the public part of this data using imperfect NLP tools
(see for example Koehn et al. (2005)). Instead, a crucial breakthrough could be achieved if
existing policy frameworks were adapted to make it mandatory for Member States to make
all data in natural language-related workflows publicly available. It is the LT industry’s mis-
sion to reconstruct human thought processes in an automated way. Human operations on
linguistic data such as translation, revision and correction of translations, summarisation,
simplification, etc. can provide the necessary data points to train AI algorithms to achieve
this mission. A policy-inspired push model would be greatly beneficial for the development
of all related research domains. As a first step, public services administrators should be
made aware of the value of their human workflows. As a second step, the intellectual prop-
erty resulting from public services workflows should be released to the public domain by
default. As a third and final step, workflow data should be made discoverable in a pub/sub
(publication/subscription) manner, so it can be picked up easily by interested parties.

7.1.4. Realism

In what follows, we list a couple of needed breakthroughs that may be within reach by 2030.
To ensure that policies can be developed to foster advances in the selected topics, we only
included topics that tick all SMART boxes, i. e. topics that are specific, for which the results
aremeasurable, attainable, realistic, potentially deliverable within a timeframe of ten years.

7.2. Hardware/Software Codesign
IfwewantMT to becomeubiquitous, especially in embeddeddevices, the hardware onwhich
it runs must be scaled down. Currently, large hardware infrastructures are required to ac-
commodate for the required computation power and storage of Deep Neural Nets. Conse-
quently, the models that run on such hardware must be adapted accordingly. Such adapta-
tion must occur with a minimal loss of quality, while increasing translation speed and re-
ducing power consumption. To achieve this, a breakthrough in MT hardware and software
codesign is required. Note that both must be developed in cooperation, to ensure that the
capabilities of the hardware are aligned with the needs of MT training and inference.
In a survey paper on the topic Dhouibi et al. (2021) concisely describes the problem: “De-

ploying […] Deep Neural Networks (DNN) on embedded devices is still a challenging task
considering the massive requirement of computation and storage. Given that the number of
operations and parameters increases with the complexity of themodel architecture, the per-
formance will strongly depend on the hardware target resources and basically the memory

39 Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14 November 2018 on a framework
for the free flow of non-personal data in the European Union

40 European Parliament and Council Directive on the re-use of public sector information, COM(2018) 234 final
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footprint of the accelerator. Recent research studies have discussed the benefit of imple-
menting some complex DL applications based on different models and platforms. However,
it is necessary to guarantee the best performance when designing hardware accelerators for
DL applications to run at full speed, despite the constraints of low power, high accuracy and
throughput.”
Several approaches to replace GPU-based computing are currently under investigation:

“The training and the inference phases of DL models are being executed on powerful com-
putation machines using advanced technologies such as new multicore Central Processing
Unit (CPU), Graphics Processing Unit (GPU) or clusters of CPUs and GPUs. Usually, GPU plat-
forms are better on supporting training and inference of more sophisticated models. GPU
technology offers a high computation capacity but ensures the interdependence of the data
which is expensive in terms of power. Application Specific Integrated Circuits (ASICs) can
achieve even higher performance and can improve the energy efficiency, which is a key
factor in embedded systems. However, the deployment of DL model on a customised ASIC
requires high investments due to a long and complex design cycle. Recently, FPGAs have be-
come a promising solution to accelerate inference, they offer the performance advantages of
reconfigurable logics with a high degree of flexibility. Specific hardware design on such plat-
forms could be more efficient in speed and energy compared to other platforms. Moreover,
the deployment of large‐scale DNNs with large numbers of parameters is still a daunting
task, because the large dimensionality of such models increases the computation and data
movement. So, to deploy such sophisticated models in embedded platforms and to obtain a
more robust model, the internal operations and number of parameters can be reduced by
optimising the network architecture. Several optimisations techniques were discussed in
the literature. One of the most popular optimisation approaches that makes models faster,
energy efficient and more hardware friendly is model compression, which includes the low
data precision, pruning network, low‐rank approximation, etc. Furthermore, for efficient
implementation of an optimised DL model, further acceleration improvement is required.
Indeed, it is necessary to maximise the utilisation of all offered opportunities at several lev-
els of hardware/software codesign to achieve high performance in terms of precision, energy
consumption and throughput.” Dhouibi et al. (2021).

7.3. Quantum computing
Another field in which a breakthrough is needed is the research field of quantum comput-
ing. If Europewants to avoidwhat happened in 2015 (the neuralMTapproach fromMontreal
(Canada) took the MT research field by storm at WMT 2015, while until then it was mainly
dominated by European universities), more research is needed on how MT, and NLP in gen-
eral, can be reframed as a quantum computing problem.
Recent papers such as O’Riordan et al. (2020) and Meichanetzidis et al. (2020) outline the

possibilities and challenges: “Natural language processing (NLP) problems are ubiquitous in
classical computing, where they often require significant computational resources to infer
sentence meanings. With the appearance of quantum computing hardware and simulators,
it is worth developing methods to examine such problems on these platforms [...] NLP is
often used to perform tasks such as machine translation, sentiment analysis, relationship
extraction, word sense disambiguation and automatic summary generation (Cambria and
White (2014)). Most traditional NLP algorithms for these problems are defined to operate
over strings of words, and are commonly referred to as the ‘bag of words’ approach (Harris
(1954)). The challenge, and thus limitation, of this approach is that the algorithms analyse
sentences in a corpus based on meanings of the component words, and lack information
from the grammatical rules and nuances of the language. Consequently, the qualities of
results from these traditional algorithms are often unsatisfactory when the complexity of
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the problem increases. On the other hand, an alternate approach called ‘compositional se-
mantics’ incorporates the grammatical structure of sentences from a given language into
the analysis algorithms. Compositional semantics algorithms include the information flows
between words in a sentence to determine the meaning of the whole sentence (Zadrozny
(1992)). One such model in this class is ‘(categorical) distributional compositional seman-
tics’, known as DisCoCat (Coecke et al. (2010), Zeng and Coecke (2016), Coecke (2021)), which
is based on tensor product composition to give a grammatically informed algorithm that
computes the meaning of sentences and phrases. This algorithm has been noted to poten-
tially offer improvements to the quality of results, particularly for more complex sentences,
in terms of memory and computational requirements. However, the main challenge in its
implementation is the need for large classical computational resources. With the advent of
quantum computer programming environments, both simulated and physical, a question
may be whether one can exploit the available Hilbert space of such systems to carry out NLP
tasks. The DisCoCat methods have a natural extension to a quantum mechanical represen-
tation, allowing for a problem to be mapped directly to this formalism (Zeng and Coecke
(2016)). Using an oracle-based access pattern, one can bound the number of accesses re-
quired to create the appropriate states for use by the DisCoCat methods (Wiebe et al. (2014)).
Though, this requires the use of a quantum random access memory, or qRAM (Giovannetti
et al. (2008), Arunachalam et al. (2015)). Currently, qRAM remains unrealised, and expecta-
tions are that the resources necessary to realise are as challenging as a fault tolerant quan-
tum computer (Di Matteo et al. (2020)). As such, it can be useful to examine scenarios where
qRAM is not part of the architectural design of the quantum circuit. This will allow us to
examine proof-of-concept methods to explore and develop use-cases later improved by its
existence.” O’Riordan et al. (2020).
Current work is still premature, because the hardware needed is not available yet. But

it is important to note that the first theoretical steps towards reformulating MT and NLP
as quantum computing problems have been made successfully. Since existing grammatical
frameworks are being used to include quantum circuits in the calculation of MT and NLP
problems, we believe that the European research community can pick up, provided that
sufficient incentive is offered.

7.4. Context
Although MT has taken a big leap forward with the advent of neural systems, some types
of translation remain very difficult. Very short sentences, for example, cause MT systems to
produce inaccurate translations, because they heavily rely on context modeling: the larger
the context, the better NMT systems work.
If we want MT to become pervasive for problematic text types (spreadsheets with tabular

data, paragraphs, metadata fields, etc.) this problem needs addressing. For textual transla-
tion, incorporating ontological informationmay be of help. Continued development onmul-
tilingual lexical resources will be required for this. For multi-modal settings, extra-lingual
context must be incorporated to achieve better results.
In what follows, we briefly present some MT sub-fields that can contribute to improved

context modeling.

7.4.1. Unsupervised (bilingual) dictionary induction (UBDI)

For the translation of words in very small contexts (e.g., ontology labels, tabular data, meta-
data labels, etc.) the most popular approach nowadays consists of Unsupervised (bilingual)
dictionary induction (UBDI), i. e., the derivation of multilingual vocabularies by using almost
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no bilingual information. The resultingmodels can be used for better translating short texts,
or they can be used to bootstrap MT models for low-resource languages.
In these approaches, words are organised in vector spaces, which allow similarity ofwords

and semantic relations to be expressed, using vector operations. By linking such vector
spaces in different languages, rudimentary MT systems can be created:
“A word vector space – sometimes referred to as a word embedding – associates similar

words in a vocabulary with similar vectors. Learning a projection of one word vector space
into another, such that similar words – across the two word embeddings – are associated
with similar vectors, is useful in many contexts, with the most prominent example being the
alignment of vocabularies of different languages, i. e., word translation.” (Hartmann et al.,
2019). This is a key step in MT of low-resource languages (Lample et al., 2017).
When constructing multilingual vector spaces, the assumption is that semantic relations

are similar across languages, and hence semantically clustered vectors will look similar
across embeddings. The challenge is then to find a mapping that projects as many vectors as
possible with as little pre-existing information as possible (in the form of word alignments):
“Projections betweenword vector spaces have typically been learned from seed dictionar-

ies. In seminal papers (Mikolov et al. (2013); Faruqui and Dyer (2014); Gouws and Søgaard
(2015)), these seeds would comprise thousands of words, but Vulic and Korhonen (2016)
showed that we can learn ´ reliable projections from as little as 50 words. Smith et al. (2017)
and Hauer et al. (2017) subsequently showed that the seed can be replaced with just words
that are identical across languages; and Artetxe et al. (2017) showed that numerals can also
do the job, in some cases; both proposals removing the need for an actual dictionary. Even
more recently, entirely unsupervised approaches to projecting word vector spaces onto each
other have been proposed, which induce seed dictionaries in the absence of any known cor-
respondences between words, using distribution matching techniques.” (Hartmann et al.,
2019).
As mentioned before, embedding projection is a good starting point for developing MT for

low-resource languages, but more research into the structural organisation of embeddings
is needed to better understand how structurally different languages and their respective
embedding spaces can be mapped onto one another:
“Cross-lingual word embeddings aim to bridge the gap between high-resource and low-

resource languages by allowing to learn multilingual word representations even without
using any direct bilingual signal. The lion’s share of the methods are projection based ap-
proaches that map pre-trained embeddings into a shared latent space. These methods are
mostly based on the orthogonal transformation, which assumes language vector spaces to be
isomorphic. However, this criteriondoes not necessarily hold, especially formorphologically-
rich languages.” (Biesialska and Costa-jussà, 2020).
Despite all progress in the field, the used methods primarily depend on the assumption

that embedding spaces are homomorphic across languages. As illustrated by Biesialska and
Costa-jussà (2020), further research into this topic is needed for all EU languages.

7.4.2. Document-level MT

Better context modeling is not only required to deal with very short sentences or phrases,
but also to obtain more cohesive translation across larger volumes of text. Although NMT
systems have successfully overcome the myopic nature of SMT (which was mainly due to
the rather simplistic though effective n-gram language modeling), the state-of-the-art has
not succeed yet in efficiently incorporating basic grammatical relations between sentences
and paragraphs. The absence of co-reference resolution and stylistic consistency are just a
few examples of features that are still missing in modern NMT systems:
“Inspite of its success, MT has been based on strong independence and locality assump-
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tions, that is either translating word-by-word or phrase-by-phrase (as done by SMT) or trans-
lating sentences in isolation (as done by NMT). Text, on the contrary, does not consist of
isolated, unrelated elements, but of collocated and structured group of sentences bound to-
gether by complex linguistic elements, referred to as the discourse (Jurafsky and Martin,
2009). Ignoring the inter-relations among these discourse elements results in translations
which may be perfect at the sentence-level but lack crucial properties of the text hindering
understanding. One way to address this issue is to exploit the underlying discourse struc-
ture of a text by utilising the information in the wider-sentential context. This is not a novel
idea in itself and has been advocated by MT pioneers for decades (Bar-Hillel (1960), Sen-
nrich (2018)), but was mostly ignored in the era of SMT due to computational efficiency and
tractability concerns by the MT community. Recently, with the increase in computational
power available to us and the wide-scale application of neural networks to machine transla-
tion, we are finally in a position to forego the independence constraints that have impeded
the progress in MT since long.” (Maruf et al., 2019).
Although some research groups have already started to look into this topic, more research

into integrating discourse features is required to advance the state-of-the-art:
“Up until two years ago, there was no work in NMT that tried to incorporate any type of

discourse phenomena mentioned previously, but with most sentence-based NMT systems
achieving state-of-the-art performance compared to their SMT counterparts, this area of re-
search has finally started to gain the popularity it deserves. The main difference between
the research on discourse in NMT and SMT, apart from the general building blocks, is that
the works in NMT rarely try to model discourse phenomena explicitly. On the contrary, they
use sentences in the context directly via different modelling techniques and show how they
perform on automatic evaluation while sometimes measuring the performance on specific
test sets.” (Maruf et al., 2019).
In addition, efforts in organising evaluation campaigns with adequate training and eval-

uation corpora must be increased to allow for the proper assessment of quality gains that
can be achieved using document-level MT. Adapting existing corpora to fit the needs of such
research may be required for this:
“Given the significant amount of work in document-level NMT in the past two years, the

Fourth Conference on Machine Translation (WMT19) (Barrault et al. (2019)) and the Third
Workshop on Neural Generation and Translation (WNGT 2019) (Hayashi et al. (2019)) in-
troduced document-level translation of news and sports articles respectively, as one of the
shared tasks. This openedup remarkable novelties in this domain subsuming approaches for
document-level training that utilise wider document context and also document-level evalu-
ation. To aid with this task, WMT19 produced new versions of Europarl, news-commentary,
and the Rapid corpus with the document boundaries intact. They also released new ver-
sions of monolingual Newscrawl corpus containing document boundaries for English, Ger-
man, and Czech. Following suit of WMT19, WNGT 2019 manually translated a portion of the
RotoWire dataset2 , which contains basketball-related articles, to German. Further, they al-
lowed any parallel and monolingual data made available by WMT19 English-German news
task and the full RotoWire English dataset.” (Maruf et al., 2019).
To establish the existing research as a sub-domain in its own right, it is equally important

to critically research how exactly these results can be achieved. Note that this aligns with
the need for explainable AI, as discussed in section 7.1.2.
An example of such study is given by Fernandes et al. (2021). The authors argue that:

“while many current methods present model architectures that theoretically can use this
extra context, it is often not clear how much they do actually utilize it at translation time.”
The paper introduces a new metric, “conditional cross-mutual information, to quantify the
usage of context by these models.”
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7.4.3. Integrating visual features for MT

In the previous sections, we have discussed required breakthroughs for single-mode trans-
lation for written text. With the exception of very short sentences and phrases, for most of
such text types, a sufficiently large context is provided for NMT systems to work well. How-
ever, the majority of human language is produced outside of written texts. In such settings,
extra-lingual cues are often required to decode a message adequately and to translate it cor-
rectly. To enable better modeling of multi-modal environments, we not only need research
into how modalities can enrich one another, but also in how training and test sets can be
constructed to achieve better modeling. Sanabria et al. (2018) expresses this problems as fol-
lows: “Multimodal sensory integration is an important aspect of human concept representa-
tion, language processing and reasoning (Barsalou et al. (2003)). From a computational per-
spective, major breakthroughs in natural language processing (NLP), computer vision (CV),
and automatic speech recognition (ASR) have resulted in improvements in a wide range of
multimodal tasks, including visual question-answering (Antol et al. (2015)), multimodal MT
(Specia et al. (2016)), visual dialogue (Das et al. (2017)), and grounded ASR (Palaskar et al.
(2018)). Despite these advances, state-of-the-art computational models are nowhere near in-
tegrating multiple modalities as effectively as humans. This can be partially attributed to a
lack of resources that are pervasively multimodal: existing datasets are typically focused on
a single task, e. g., images and text for image captioning (Chen et al. (2015)), images and text
for visual-question answering (Antol et al. (2015)), or speech and text for ASR (Godfrey et al.
(1992)). These datasets play a crucial role in the development of their fields, but their single-
task nature limits the collective ability to develop general purpose artificial intelligence.”
In line with our remark in section 7.4.2, it is of critical importance to gain a better under-

standing of how visual features may improve MT and to develop analysis methods that un-
ambiguously demonstrate improvements over baselines. Caglayan et al. (2019), for example,
shows through an ablation study that visual context does contribute to better translation:
“Current work on multimodal machine translation (MMT) has suggested that the visual

modality is either unnecessary or only marginally beneficial. We posit that this is a conse-
quence of the very simple, short and repetitive sentences used in the only available dataset
for the task (Multi30K), rendering the source text sufficient as context. In the general case,
however, we believe that it is possible to combine visual and textual information in order
to ground translations. In this paper we probe the contribution of the visual modality to
state-of-the-art MMTmodels by conducting a systematic analysis where we partially deprive
the models from source-side textual context. Our results show that under limited textual
context, models are capable of leveraging the visual input to generate better translations.
This contradicts the current belief that MMT models disregard the visual modality because
of either the quality of the image features or the way they are integrated into the model.”
Note that this study again emphasises, as previously discussed in section 7.4.2, that appro-

priate data sets for training are required.

7.4.4. Integrating audio features for MT

Following the same logic as for visual features, research groups have begun to also add au-
dio context to their NMT systems. “Evidence from human learning suggests that additional
modalities canprovide disambiguating signals crucial formany language tasks” (Specia et al.,
2020), because “embedding vectors are sensitive to the meaning of words and allow seman-
tically similar words to be near each other in the vector spaces and share their statistical
power. Unfortunately, the model often maps such similar words too closely, which compli-
cates distinguishing them. Consequently, NMT systems often mistranslate words that seem
natural in the context but do not reflect the content of the source sentence. Incorporating
auxiliary information usually enhances the discriminability.” (Kano et al., 2019).
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The term “acousticword embedding” is used to denote “fixed-dimensional representations
of variable-length speech segments.” (Kamper et al., 2021). In recent work, (Deena et al.
(2017)) “auxiliary features derived from accompanying audio, are investigated for NMT and
are compared and combined with text-derived features. These acoustic embeddings can
help resolve ambiguity in the translation, thus improving the output. The following features
are experimented with: Latent Dirichlet Allocation (LDA) topic vectors and GMM subspace
i-vectors derived from audio. These are contrasted against: skip-gram/Word2Vec features
and LDA features derived from text. The results are encouraging and show that acoustic
information does help with NMT, leading to an overall 3.3% relative improvement in BLEU
scores.”
For low-resource languages, experiments withmultilingual transfer have been conducted.

(Kamper et al. (2021)), for example, investigated “zero-resource settings where unlabelled
speech is the only available resource”. The authors apply “a single supervised embedding
model on labelled data from multiple well-resourced languages and then apply it to unseen
zero-resource languages” using “three multilingual recurrent neural network (RNN) mod-
els: a classifier trained on the joint vocabularies of all training languages; a Siamese RNN
trained to discriminate between same and different words from multiple languages; and a
correspondence autoencoder (CAE) RNN trained to reconstruct word pairs. In a word dis-
crimination task on six target languages, all of these models outperform state-of-the-art un-
supervised models trained on the zero-resource languages themselves, giving relative im-
provements of more than 30% in average precision. When using only a few training lan-
guages, the multilingual CAE performs better, but with more training languages the other
multilingual models perform similarly. Using more training languages is generally benefi-
cial, but improvements are marginal on some languages.”(Kamper et al. (2021))
Similarly to visual features, introspective research is required into “the composition of

features in different settings in order to better understand the type of complementary infor-
mation they bring and how these can be leveraged effectively in NMT systems” (Deena et al.
(2017)) and the development of suitable data sets is required. (Specia et al. (2020)) describe,
for example, “the How2 data set, a large, open-domain collection of videos with transcrip-
tions and their translations [... and ...] show how this single data set can be used to develop
systems for a variety of language tasks and present a number of models meant as starting
points [...] This corpus brings together English audio, English transcripts, Portuguese tran-
scripts, videos, and summaries, along with meta-data such as topic of the video. This makes
the How2 data set a good resource for research at the intersection of vision, language and
speech.

7.5. End-to-end MT
7.5.1. End-to-end speech translation

Recently, the need for research into end-to-end systems has been widely recognised. For ex-
ample Inaguma et al. (2020) discuss the advantages end-to-end systems have over cascaded
systems in terms of inference speed and error reduction: “Speech translation (ST), where
converting speech signals in a language to text in another language, is a key technique to
break the language barrier for human communication. Traditional ST systems involve cas-
cading automatic speech recognition (ASR), text normalization (e.g., punctuation insertion,
case restoration), andmachine translation (MT)modules; we call this CascadeST (Ney (1999);
Casacuberta et al. (2008); Kumar et al. (2014)). Recently, sequence-to-sequence (S2S) models
have become themethod of choice in implementing both the ASR andMTmodules (c.f. Chan
et al. (2016); Bahdanau et al. (2014b)). This convergence ofmodels has openedup the possibil-
ity of designing end-to-end speech translation (E2E-ST) systems, where a single S2S directly
maps speech in a source language to its translation in the target language (Bérard et al. (2016)
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; Weiss et al. (2017)). E2E-ST has several advantages over the cascaded approach: (1) a single
E2E-STmodel can reduce latency at inference time, which is useful for time-critical use cases
like simultaneous interpretation. (2) A single model enables back-propagation training in an
end-to-end fashion, which mitigates the risk of error propagation by cascaded modules. (3)
In certain use cases such as endangered language documentation (Bird et al. (2014)), source
speech and target text translation (without the intermediate source text transcript) might
be easier to obtain, necessitating the adoption of E2E-ST models (Anastasopoulos and Chi-
ang (2018)). Nevertheless, the verdict is still out on the comparison of translation quality
between E2E-ST and Cascade-ST. Some empirical results favor E2E (Weiss et al. (2017)) while
others favor Cascade (Niehues et al. (2019)); the conclusion also depends on the nuances of
the training data condition (Sperber et al. (2019)).”
Since both approaches have their merit, it is probably too early to fully commit to either

of the paradigms. For this reason Inaguma et al. (2020) propose a unified framework. They
“believe the time is ripe to develop a unified toolkit that facilitates research in both E2E
and cascaded approaches.” and present ESPnetST, a toolkit that implements many of the
recent models for E2E-ST, as well as the ASR and MT modules for Cascade-ST. the goal is “to
provide a toolkitwhere researchers can easily incorporate and test new ideas under different
approaches. Recent research suggests that pre-training, multi-task learning, and transfer
learning are important techniques for achieving improved results for E2EST (Bérard et al.
(2018); Anastasopoulos and Chiang (2018); Bansal et al. (2018); Inaguma et al. (2019)). Thus,
a unified toolkit that enables researchers to seamlessly mix-and-match different ASR and
MT models in training both E2E-ST and Cascade-ST systems would facilitate research in the
field. There exist many excellent toolkits that support both ASR and MT tasks [...]. However,
it is not always straightforward to use them for E2E-ST and Cascade-ST, due to incompatible
training/inference pipelines in different modules or lack of detailed preprocessing/training
scripts.”
While such framework will undoubtedly contribute to advancing the state-of-the-art in

developing end-to-end MT systems for spoken language in an experimental way, it is also
important to keep emphasising the importance of introspective research that looks into the
root causes of MT performance issues. Sperber and Paulik (2020) start with providing a
“categorization of ST research into well-defined terms for the particular challenges, require-
ments, and techniques that are being addressed or used. This multidimensional categoriza-
tion suggests a modeling space with many intermediate points, rather than a dichotomy of
cascaded vs. end-to-end models, and reveals a number of trade-offs between different mod-
eling choices. This implies that additional work to more explicitly analyze the interactions
between these trade-offs, alongwith furthermodel explorations, can help to determinemore
favorable points in the modeling space, and ultimately the most favorable model for a spe-
cific ST application.”
“By contrasting the extremepoints of loosely coupled cascades vs. purely end-to-end trained

directmodels,” Sperber and Paulik (2020) “identify foundational challenges: erroneous early
decisions, mismatch between spokenstyle ASR outputs and written-style MT inputs, and loss
of speech information (e. g., prosody) on the one hand, and data scarcity on the other hand.”
The authors “then show that to improve data efficiency, most end-to-end models employ
techniques that re-introduce issues generally attributed to cascaded ST.”
Based on an in-depth analysis of various architectures, Sperber and Paulik (2020) suggest

pathways for further research. They “conjecture that the apparent trade-off between data
efficiency and modeling power may explain the mixed success in outperforming the loosely
coupled cascade. In order to make progress in this regard, the involved issues (early deci-
sions, mismatched source-language, information loss, data efficiency) need to be precisely
analyzed [...], and more model variants [...] should be explored. As a possible starting point
one may aim to extend, rather than alter, traditional models, e. g., applying end-to-end train-
ing as a fine-tuning step, employing a direct model for rescoring, or adding a triangle con-
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nection to a loosely coupled cascade.” The authors “further suggest that more principled
solutions to the different application-specific requirements [...] should be attempted. Per-
haps it is possible to get rid of segmentation as a separate step in batch delivery mode, or
perhaps text as output medium can be used to visualize repairs more effectively. Several of
the application-specific requirements demand user studies andwill not be sufficiently solved
by relying on automatic metrics only.”

7.6. Explainability
The problem of explainable MT is described by Stahlberg et al. (2018): “Neural machine
translation (NMT) models (Sutskever et al. (2014); Bahdanau et al. (2014a); Gehring et al.
(2017); Vaswani et al. (2017)) are remarkably effective in modelling the distribution over
target sentences conditioned on the source sentence, and yield superior translation per-
formance compared to traditional statistical machine translation (SMT) on many language
pairs. However, it is often difficult to extract a comprehensible explanation for the predic-
tions of these models as information in the network is represented by real-valued vectors or
matrices (Ding et al. (2017)).
At the very core of the problem is the internal representations that are being used by NMT

systems: “A trend in NMT has been to abandon [traditional token-based pipelines] in favour
of an end-to-end procedure Lee et al. (2016). Thus some of the best-performing NMT systems
convert character strings of the source language to character strings of the target language.
They don’t assume even the most rudimentary linguistic abstractions, such as words. From
a theoretical AI point of view, this makes some sense: end-to-end systems may be better
models of the intuitive behaviour of humans, under the assumption that humans’ knowledge
of language is implicit and not based on linguistic concepts. From the engineering point of
view, however, end-to-end translation is problematic:

• it can make mistakes that could be easily avoided by well-established linguistic knowl-
edge;

• its functioning is hard to understand, predict, and improve;

• it leaves no trace (intelligible to humans) of how the translations are obtained.

By not using established linguistic knowledge, an end-to-end black box system is in conflict
with the scientific ideal of assuming as little as possible and proving as much as possible.
In its simplest form, this ideal says: don’t guess if you know Tapanainen and Voutilainen
(1994). It is a virtue of the traditional pipeline that it builds on known things and minimizes
guessing. From this pipeline, it is moreover possible to extract explanations of decisions
made at different stages. These explanations can help engineers to improve the program
and users to assess the reliability of each translation.” Ranta (2017).
While alternativeMT approachesmay haveweaker performances, they had the advantage

of being “transparent”, i. e., users and researchers could diagnose translation problems by
looking at the inner workings of MT systems: “In contrast, the translation process in SMT is
‘transparent’ as it can identify the source word which caused a target word through word
alignment. Most NMT models do not use the concept of word alignment.” Stahlberg et al.
(2018). As a result, “Explainable and interpretable machine learning is attracting more and
more attention in the research community (Ribeiro et al., 2016; Doshi-Velez and Kim, 2017),
particularly in the context of natural language processing (Karpathy et al., 2015; Li et al.,
2016; Alvarez-Melis and Jaakkola, 2017; Ding et al., 2017; Feng et al., 2018). These approaches
aim to explain (the predictions of) an existing model.” Stahlberg et al. (2018).
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7.7. Training data
From previous sections, it has become clear that having the appropriate data sets is critical
for the further development of NMT systems, not only for training, but also for analysing the
contribution of features to the overall translation quality of multi-modal systems.
We discern two important breakthroughs that must be achieved:

• Creation of new data sets, re-iteration over existing data sets

• Support from a policy for public data re-use

7.7.1. Creation of new data sets, re-iteration over existing data sets

(Specia et al. (2020)) has demonstrated how a multi-modal corpus can contribute to the de-
velopment of multiple NLP tasks, and already marks a good starting point for further data
collection efforts. However, the number of languages available in the How2 data set is very
limited (only English and Portuguese are available), and the extracted number of words is
well below that of most languages in the Europarl (Koehn et al. (2005)) data set (roughly at
50%). In addition, translations have been crowdsourced, so it can be assumed that the qual-
ity is not on par with the professionally translated Europarl corpus. It is most interesting
though, to learn that, given the original English transcriptions that accompany the videoma-
terial, it took less than US$10,000 to complete the crowdsourcing campaign for one language
pair. The proposed methodology (which provides mechanisms for filtering out low-quality
contributions), perhaps combined with a form of gamification (see for example Eryiğit et al.
(2021)), can be applied to develop new language pairs.
Ideally, newdata annotation efforts should build further upon existingwork. For document-

level NMT this can be done with limited effort, as demonstrated in the WMT19 campaign
(Barrault et al. (2019)). For video and audio content, it will most definitely require more
work, but with the existing NLP technology it is not unthinkable that Europarl sessions can
be semi-automatically linked with related video and audio content to create an annotated
corpus that can be used for both building new NMT systems and analysing the contribution
of features to translation quality.

7.7.2. Support from a policy for public data re-use

As already outlined in 7.1.3, there are policies in place that encourage the release of public
data for re-use by academia and industry (see, for example, COM(2018) 234 final). Unfor-
tunately, most of these policies seem to exclusively relate to machine-readable data that is
strictly governed by data standards, i. e., sharing is easily institutionalised because the defin-
ing standards prevent any possible conflict with the GDPR. Conversely, any human-readable
data seems to be governed by the GDPR, because one can never predict whether sensitive
personal data is involved. As a result, the LT community is burdened with complex proce-
dures (requesting permission, legal screening, anonymisation, ...) for the consumption and
production of data.
Such procedures could be easily avoided if public organisations (government administra-

tions, public broadcasting services, ...) were encouraged to publish their data using a very
simple data specification. To begin with, such specification could signal potential consumers
that a document does not contain any sensitive personal data, and thus no extra efforts are
required for consumption. In its simplest form, such specification would already be of great
help for the LT community. In a more elaborate form, such specification could also be ben-
eficial for the public organisations themselves, because it would allow them to make their
data more structured and accessible, so it can be re-used for other purposes.
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The irony of it all is that such (unofficial) specification is already widely used: Search En-
gine Optimisation (SEO) is often implemented on web sites to make it easier for search en-
gines to index relevant information. Moreover, a whole industry of SEO engineering has
emerged with the sole purpose of constantly optimising content annotations for the benefit
of the technology giants.

8. Machine Translation: Main Technology Visions and
Development Goals

8.1. Models and systems
8.1.1. Model size

The strategy of building huge MT models by comprising all available data coming from
many different domains (and also languages in currentmultilingual systems) should be com-
plemented bydeveloping smallermodels, too. These small(er)models should be trained us-
ing the largest possible set of available information, helping under-resourced languages and
domains by appealing to knowledge from higher-resourced ones. One of the current prob-
lems is that if this results in a single huge model, most practitioners cannot run the model
owing to hardware constraints. Accordingly, smaller models adapted to particular language
pairs and genres/domains should be made available. Following the foreboding claims by
Strubell et al. (2019b) of the negative effect on climate change by the CO2 produced by our
large models, Jooste et al. (2022) show for a specific MT service provider that ’student’ mod-
els distilled down from larger ‘teacher’ models (Kim and Rush, 2016) can reduce emissions,
as well as cost purely in monetary terms, by almost 50%, with little decrease in quality. Of
course, such techniques benefit not only MT, but NLP as a whole: they could be used individ-
ually for specific language pairs, domains and applications, as well as jointly if translation in
a general domain is required. This would have several benefits: such models would be easy
to integrate and use on any device (e. g., mobile phones), provide high-quality translations
for all domains and languages, and also be greener by requiring fewer resources. If more
models were to be used on one device (e. g., if the user wants to be able to translate restau-
rant menus and information about places to visit), automatic selection of the appropriate
domain according to the user’s request should be available. These aspects are important
since improvements in the quality of the translations produced coupled with improvements
in the accessibility of the tools through the development of mobile applications are now al-
lowing users to translate from text, speech and images, which has led to a popularisation of
the systems among the public at large, not just in their respective communities.

8.1.2. Availability

Note too that future publicly available MT systems should not depend on large companies,
especially those which are not European. The risk is that what is freely available now (e. g.,
Google Translate,41 Bing Translator,42 etc.) could (easily) be taken away if those companies –
none of themMT companies per se, note – find away to increase revenue in other directions,
so that they deprecate their MT offerings, as has happened with other services provided by
these large corporations.

41 https://translate.google.com
42 https://www.bing.com/translator
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8.1.3. Bias

Another challenge of the current systems is represented by various biases in the models,
such as gender, racial and ethnic bias (Vanmassenhove andWay, 2018; Vanmassenhove et al.,
2019). These biases replicate regrettable patterns of socio-economic domination that are
conveyed through language, since these biases are present in the training data and are then
amplified by models which tend to choose more frequent patterns and discard rare ones. In
the future, ethical and fair MT should not further propagate notions of inequality, but rather
foster an inclusive society based on acceptance and respect: in future models, those biases
should be removed altogether, to ensure that the language produced by such systems does
not reinforce and propagate inequality and exclusion. One way to achieve this is the exami-
nation of training data, identifying biased parts or gaps, and enriching the data by providing
alternatives, or by replacing them altogether. Modifyingmodels could reduce biases, too, for
example by introducing weights for probabilities of words related to bias.

8.1.4. Context

Note too that more and more NMT systems are being developed which go beyond the single
sentence level (Huo et al., 2020; Lopes et al., 2020), using a variety of different approaches:
taking source language context, taking target level context, or both. Another interesting av-
enue being pursued is that different context spans have been investigated, ranging from a
single preceding sentence to the entire “document”. Often, context-aware systems and eval-
uation are referred to as “document-level”, although it is still not clear what the “document”
exactly is. While this might be straightforward for news articles and user reviews, the situ-
ation is different for literary texts or movie subtitles, to name but two. Some sentences are
translated well regardless of the context in which they appear, but future systems should be
able to identifywhich sentences benefit from the availability of context, and to be able to find
that context in the document. This is far from trivial because context-relevant information
can be found in different places, and is encoded differently, more or less excplicitly, across
languages: sometimes it is indeed in the immediately preceding sentence, but often it is fur-
ther back, or even in some cases in sentences which follow on from the sentence currently
being translated. Sometimes it is even necessary to get access to data going beyond the given
text, such as the topic of the text, the gender of the writer/speaker, or even world knowledge
more generally.

8.1.5. Multimodal models

The need to move towards context-aware methodologies in MT is indisputable, both for
building systems and for evaluation. A new definition of how context should be addressed is
essential, including understanding the context-related issues in different languages and do-
mains, and the context span necessary to solve those issues, including external information
(meta data). This external information can go beyond text data and include images, videos,
tables, etc. by developingmultimodal MT systems (Yao and Wan, 2020). Such systems cur-
rently include image information to help in the translation of image captions. Future systems
should combine different sources of information going beyond this, such as an image of a
product should help to disambiguate words in the description or review of this product, etc.
Given that information (e. g., on the Internet and social media in particular) is increasingly

disseminated by combining text and images, as well as through media such as videos and
podcasts, there is an urgent need to improve MT systems that can support the meaningful
integration of the written and spoken word with images. In particular, the visual element
can help to disambiguate meaning and provide much-needed context for the translation.
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Multimodal models should also include sign language translation, which is currently re-
lying mainly on computer vision methods. Sign language translation should use the models
based both on images and on natural language.

8.2. Data
8.2.1. Training data

In addition to test sets, which are crucial for assessing the systems, training data crucial to
building models should receive more attention, too. Currently, the majority of MT systems
are trained on large amounts of data covering only a small amount of languages, language
pairs and domains. While the progress of MT is mainly measured on high-resource condi-
tions, themajority of domains and languages, includingmany of those spoken in Europe, are
under- or low-resourced. Future systems should be able to cover all European languages
as well as language pairs (not always including English or some other higher-resourced lan-
guage), and be trained on many different domains and genres. For this to work for all,
and not only for big companies and leading research teams to be able to benefit from large
amounts of data, the availability and quality of training data should be increased. Publicly
available multilingual data should include a greater diversity of domains and languages so
that building high-quality MT systems becomes an option for all.
Multilingual models and zero-shot MT, unsupervisedMT, synthetic data, transfer learning.

Still, if there is not enough data for a language (pair), and even monolingual data can be
scarce for some language, all these methods will not reach the final goal. Novel methods and
research breakthrough are needed in this direction.

8.2.2. Test sets

Currently, the test sets predominantly used in a large number of research publications are
those coming from the WMT43 shared task. The researchers are testing their systems on
these texts reporting improvements of automatic scores (mainly BLEU). However, some of
the human translations in these test sets used as references for automatic scores are found
to be of poor quality (Toral et al., 2018). Furthermore, some of them are found to be post-
edited MT outputs. Therefore, reporting improvements by a small amount of BLEU points
on those test sets does not necessarily mean that the new system is improving; it might even
mean that the system is deteriorating. The shared task organisers cannot be blamed for this
situation, as they do the best that they canwith the limited budgets that they have. Still, these
human translations should be thoroughly examined in order to discard the inappropriate
ones and keep only the good ones for the long-term testing of systems with these validated
data sets. Note that in the light of comparison between MT outputs and human translations
carried out frequently in recent years and often claiming “human parity”, the quality of
human translations has to be high.

Expanding the set of test sets In addition, new test sets coming from different genres
and domains need to be much more widely used. A vast amount of systems are currently
tested only on a limited set of domains, news being the predominant one in theWMT shared
task. While other domains are also emerging in shared tasks (e. g., biomedical at WMT, and
formal speech in form of TED talks at IWSLT), many other genres and domains are as yet
hardly covered by current research, such as user-generated content, which is also not a ho-
mogeneous genre (consisting of less noisy user reviews coming from distinct topics, noisy

43 http://www.statmt.org/wmt21/
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social media posts, conversations on forums, WhatsApp exchanges, etc.), but which proba-
bly has the greatest potential for future growth and poses the most complex challenges. In
the long-term, then, we strongly contend thatMT systems should be tested on a large number
of different domains and genres, and for an ever-increasing range of languages in order to
help facilitate DLE.

Challenge test sets Furthermore, the rise of NMTand its increasing quality has led tomore
andmore challenge test sets (or test suites) being developed in order to better understand
the particular strengths and weaknesses of systems. These specified test sets enable better
understanding of certain (linguistic) aspects which cannot be properly assessed in standard
“natural” test sets. Still, the development and creation of such test sets necessitates a large
extent of human expertise, time and effort. In the future, these test sets should be easy and
fast to create for any language pair, given the desired aspect to be tested (Arnold et al., 1993).

8.3. Evaluation
As for the evaluation process, automatic evaluation metrics still remain invaluable tools
for rapid development and comparison of MT systems. They have been developed and im-
proved constantly, with more and more metrics coming up each year. However, a number
of challenges remain. One thing is that the community still relies to a large extent on one of
the first automatic metrics, BLEU, and there is a noticeable reluctance to abandon this mea-
sure despite a large body of research pointing out its drawbacks Mathur et al. (2020); Kocmi
et al. (2021). Future systems should be evaluated by new automatic metrics which repre-
sent better approximations of human judgments and also ideally abandon the dependence
on human reference translations, which is a serious limitation. While the quality of human
translations can be revised and controlled in the future as mentioned above, the problem of
scores providing information only on how close the system output is to just a single possible
correct translation among many does not essentially reflect any actual aspect of translation
quality in the real world. Futuremetrics should be designed in a flexible manner so as to use
the original text and MT output to provide information about the desired quality aspects for
the specific task at hand.

8.3.1. Manual evaluation

Manual evaluation of translation quality, despite its disadvantages (time- and resource-
intensive, as well as being subjective), remains the gold standard, both for evaluating MT
systems as well as for developing suitable automatic metrics. That being said, the design of
experiments and the standard method of reporting the results is far from perfect. Different
papers use the same quality criterion namewith different definitions, or the same definition
with different names. Furthermore, many papers do not use any particular criterion, asking
the evaluators only to assess “how good” the output is. As Way (2018) notes, “If there ever
truly was a single notion of quality as regards translation – namely ‘perfect’ human trans-
lation – then this needs to be abandoned forthwith; the range of situations in which MT is
being deployed nowadays includes many where there simply is no place for human inter-
vention, either in terms of speed, or cost, or both”. In Way (2013), he suggests that “Each
of the services facilitated by MT will have its own definitions of quality, dependent on the
client’s content and business requirements. Quality will be able to be assessed by end-users
or buyers, instead of in-country reviewers.”

Quality criteria We agree that any idea of a single standard general unspecified notion of
quality should be abandoned, and factors like the context in which MT is to be used together
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with appropriate quality aspects should be considered. Quality needs to bemeasured accord-
ing to an agreed specification outlining the specific criteria the MT output needs to meet, in
order to have met the level of required quality for the task at hand. These criteria might
include adequacy/accuracy, readability/comprehension, appropriate register, correct termi-
nology, consistency (with a reference point), acceptability to the end user, adequately ful-
filling a function (e. g., preserving humour or sentiment, providing instructions to correctly
complete a guided task, etc.). However, such elements are missing from current MT quality
assessment methods as conducting all these required steps is non-trivial. It is much easier to
get a bilingual member of the crowd to say whether the translation is “good”, “adequate”, or
“poor”. Consequently, automatic metrics should be created with criteria like these designed
in from the outset, and not only to provide a general unspecified score which is meaningless
to most people.
Furthermore, recent research has found that readers tend to fully trust fluent transla-

tions as well as comprehensible translations even if they contain severe adequacy errors
which change the actual content and deliver completely different information (Martindale
and Carpuat, 2018; Popović, 2020; Martindale et al., 2021). Therefore, future automatic met-
rics should provide confidence indicators for translations in order to inform users about the
level of trust they should have in the MT output they are reading.

Context Recent research showed that bothmanual and automatic evaluation should not be
carried out on isolated sentences/segments, but rather taking into account the broader con-
text of the document at hand in order to be more reliable (Läubli et al., 2018; Castilho, 2021).
Context-aware evaluation of MT is of interest to the community as it enables the assessment
of supra-sentential context which, in turn, provides more meaningful insights into the ac-
tual quality of the MT output. Therefore, context should always be used in future manual
evaluations as well as in future automatic metrics.

8.3.2. Automatic evaluation

Currently, more andmore automaticmetrics based on neural networks and/or word repre-
sentations are emerging which show better correlations with human judgments. However,
these metrics still require training data which, similarly to the training data for building MT
systems, are available only for a limited number of language pairs and domains. Future
automatic metrics should be equally valid without such constraints.
Furthermore, asmentioned in 8.3.1, increased attention should be paid to the human judg-

ments used for tailoring the automatic metrics, as well as to manual evaluation in general.

8.4. Applications
8.4.1. Spoken-language translation

Allowing users to interact naturally with machines via speech has the potential to greatly
transform, enhance and empowerwork, leisure and social experiences. The increasing qual-
ity ofMT and the expanding preference (especially among younger users) for voice-based in-
teraction with devices points to more andmore applications for speech-to-text and speech-
to-speech translation, e. g., a user should be able to go into a doctor’s surgery in a foreign
country and use reliable spoken-language translation in a medical setting, or book a hotel
room in a country where they do not speak the language. More generally, the number of
queries being conducted via voice as opposed to the more traditional method of typing in
keywords into a search engine is increasing all the time. This means, of course, not only
that spoken language input should become more and more a topic of close attention, but
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also that more data of exactly the right type is becoming available. By 2030, it is likely that
the Automatic Speech Recognition-MT-Speech Synthesis pipeline will have been replaced by
more direct approaches which model spoken language translation as an end-to-end process
(Di Gangi et al., 2019), but clearly more work needs to be done in this regard.

8.4.2. Sign language translation

Sign language translation should be widely available for many domains (medical, touristic,
etc.) in order to break down language barriers for deaf and hear impaired users and enable
them to access all information. As previously mentioned, sign language translation should
include language features in addition to image features. In addition, it should not only be
translated from and into text but also from and into speech, by including speech features
into its multi-modal models.

8.4.3. Language learning

Another aspect underpinning the expanding popularisation of MT is the fact that language
learners are using freely available web-based MT systems to carry out coursework or to
communicate in a second language. Language teachers argue that the use of MT for lan-
guage learning purposes can weaken learners’ autonomy in a second language. However,
recent research (Resende andWay, 2021) has shown that interaction with the MT output can
be beneficial to language learners as the MT output facilitates the cognitive processing and
acquisition of challenging structures in a second language. Considering this scenario, more
research on the effects of MT systems on their end-users is necessary for MT developers
and researchers to understand how the overall quality of the system can be improved to be
compatible with human quality, thus providing more engaging texts in the target language.
Again, systems for this purpose should also rely on smaller models and be independent of
large multinational companies. Furthermore, research on the effects of MT on language
learning and processing is necessary to inform language teachers as to how they can inte-
grate these systems into their teaching activities.

8.4.4. Multilingual NLP tasks

MT is more and more being used for expanding other NLP tasks (e. g., text classification,
topic modelling, sentiment analysis) to multiple languages. Usually, full translation is car-
ried out and then the labels for the original source language together with the translations
are used for training classifiers in the new target language. However, for such tasks, where
the translated text is not used directly, quality criteria might be rather different, and full
translation might not even be necessary. Extracting different representations from various
layers could be even better suited for certain tasks. This option should be made easily avail-
able in future MT systems, with all representations needed for the task at hand provided in
an easily reusable format.

9. Machine Translation: Towards Deep Natural Language
Understanding

Texts serve a communicative purpose. They are not only written to transmit factual knowl-
edge. Rather, they are also meant to initiate (or stop) actions, evoke emotions, or simply
entertain. They only succeed in doing so when they hit a sweet spot that amongst others is
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determined by societal, situational, and personal context. Translation is not only the busi-
ness of analysing a source text sentence by sentence. Rather, the author and the intended
audience as well as the purpose of communication – the interactional, communicative con-
text – need to be considered as well.44 Accordingly, MT needs to be assessed with regard to
questions such as “Do texts generated by MT fulfill the intended communicative purposes?”,
and ultimately “Does the intended communication succeed?”.
Applying this purpose- and communication-oriented view onMT facilitates a discussion of

the question “DoesMTneedNatural LanguageUnderstanding?” or even “DoesMTneedDeep
Natural Language Understanding?”, since it helps to put the prevailing MT-related metrics
in perspective. These metrics – referred to by acronyms like BLEU, hLEPOR, BERTScore,
and COMET – are not related to purpose and communication aspects. They are not even
about verifiable qualities of translations like accuracy, or adherence to a translation-related
specification (e.g., demand to transcreate humour, or to subjective criteria such as “artistry”
or “elegance”).45 The existing MT-related evaluation metrics measure nothing but similarity
to a reference translation unit/pair that does already exist. Accordingly, claims related to
MT reaching parity with human translations are misleading since the metrics to measure
this via reference translation data are too limited to answer the question “Does the intended
communication succeed/fulfill its purpose?” or similar intricated questions related to reader
impression, and style.
With a view on communication success, it becomes obvious that MT – core technology,

evaluation methodologies, metrics and data for training and evaluation – needs NLP that
goes beyond traditional capabilities such as detection of terms / keywords / labels, entities,
relations, and sentiments. These capabilities – amongst others referred to as Deep Natural
Language Understanding will be

• aware of context

• able to consider annotations/metadata

Context- and annotation-awareness will allow MT to generate texts that

• are faithful to the intended communication (input view)

• take translation purpose/specifications/requirements into account (sender view)

• show empathy with the reader/listener (output/consumer view)

OnlyMTwith DeepNatural Language Understandingwill for example be able to efficiently
support a human-to-human or human-to-machine conversation (chatbot/digital assistant di-
alogue) that exhibits qualities like the following:46

1. Contextualized – sensitive to
• input from all modalities (e.g., tailor real-time speech-to-speech MT on visuals or
slides that a presenter uses, or adapt MT according to prosodic cues from speech
input)47

44 This focus on the purpose of a translation activity is a key aspect of the Skopos theory and functional translation
perspective (developed and refined by Reiss, Vermeer, Kussmaul, Nord, and others) which is one of the prevalent
approaches taught in human translation studies.

45 See http://www.qt21.eu/mqm-definition/definition-2015-12-30.html
46 See suggestions related to the “Responsive MT” approach sketched by Arle Lommel (Common Sense Advisory)

in https://csa-research.com/Blogs-Events/Blog/responsive-MT-Test.
47 ExpandingMT solutions beyond language resources by integratingmultimodal capabilities (see https://amtaweb.

org/wp-content/uploads/2021/10/Specia-keynote-SiMT_MTSummit_LS.pdf) would even allow to increase tradi-
tional quality and adequacy of MT output.
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• ingested annotations/metadata (e.g., domain-, industry- or company-specific ter-
minology)

• surrounding content (e.g., previous utterance in a human-to-machine conversa-
tion)

2. Adaptive – taking into account
• various sources of feedback (e.g., explicit via prompts from chatbots such as “Did
this answer your question?”)

• language evolution (e.g., reflecting introduction of new vocabulary as experienced
during Covid)

3. Personalized – tailored to readers’/listeners’
• general cognitive capabilities (e.g., difficulties to interpret long words or complex
sentences48)

• linguistic skills and preferences (e.g., colloquial style)
• interest (e.g., get a short summary of a text)
• situational consumption environment (e.g., receiving spoken output, or even an
image or video

• cultural background, and actual location (e.g., providing a French translation for
taxes relevant in France to provide locale-relevant content in a globalised world)

• Inclusive (e.g., gender aware49)
• Accessible (e.g., considering hearing or vision impaired content consumers)

4. Knowledge-rich – considering
• external information (e.g., available for example based on Linked Data principles,
and persisted in Knowledge Graphs)

• possible constraints, and inferences (e.g., encoded in Shapes Constraint Language
(SHACL)50 anddrawnvia a reasoner processing theWebOntologyLanguage (OWL)51

The following ingredients currently seem to emerge as important elements for a next-
generation MT (based on Deep Natural Language Understanding):

• Existing standards related to annotations,52 texts (e.g., XLIFF for bilingual texts), lan-
guages, and concepts will be the backbone required for Deep Natural Language Under-
standing.

• The FAIR data principles53 will guarantee maximum leverage for data and help to ad-
here to data management recommendations from the European Commission. They
also are valuable or even indispensable in the context of GDPR-compliance, and ethical
guidance – also denominated “responsible MT”54.

48 See e. g., https://www.easy-plain-accessible.com for language variants addressing this
49 See considerations on “GenderFairMT” (in German): https://www.universitas.org/genderfaire-sprache-und-

sprachtechnologie-genderfairmt/
50 See https://www.w3.org/TR/shacl/
51 See https://www.w3.org/TR/owl2-primer/
52 Questions on how to integratewhich type ofmeta-data into bi-text corpora andhow these could best be leveraged

by MT models still need to be explored and answered, see e. g. Alan Melby’s statements in https://multilingual.
com/issues/november-december-2021/data-of-course-mt-useful-or-risky-translators-here-to-stay/. Inspirations
and suggestions can be found e.g., in Lieske (2020)

53 See https://www.go-fair.org/fair-principles/
54 Arle Lommel (Common Sense Advisory, CSA)
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• Experts like translators, domain specialists, modelers, data scientists will remain im-
portant contributors to create, revise, and assess the data and artefacts that constitute
the foundations of modern MT.

• Open, standardised, flexible and robust technologies for data management, data pro-
duction, data cleaning, data labelling, data classification, data curation, data analysis
and data quality checking.

• Large, multilingual translation models55 that are “safe to use” and can be adapted (e.g.,
using transfer learning) easily for resource sparse computing environments, and to
specific tasks and domains will allow advances for low-resource languages.

10. Summary and Conclusions
This deep dive has provided a condensed summary of the current state of the art in the
field of MT and has suggested recommendations and directions for expected and desirable
developments going towards 2030, especially to ensure thatMT contributes to achieving DLE
for all the languages of Europe.
From the beginning the main goal of MT has been to provide high-quality, robust transla-

tion between any language pair. Today translation technologies are widely used the by gen-
eral public, public sector and government agencies, SMEs, LSPs and many other industries
wheremultilingual content is indispensable. The use of translation technologywill definitely
continue growing, covering new application areas (e.g., Internet of Things, smart homes and
other smart devices), markets, supporting Europe’s digital singlemarket and language equal-
ity. When looking forward to 2030, we expect themovement towards DeepNatural Language
Understanding enabling efficient and real-time translation to support human-to-human or
human-to-machine communication.
Despite the widespread celebration of multilingualism in the EU, there is no common pol-

icy addressing language barriers. There is also a gap in publicly available MT services which
cater specifically to the needs of people in Europe. Users around the world avail of free-of-
charge MT services provided by Google56, Microsoft57, Baidu, etc. The risk is that what is
freely available now could (easily) be taken away if those companies find a way to increase
revenue in other directions, as has happened with other services provided by these large
corporations. The absence of a clear roadmap and support for LT at European level trans-
lates into an incohesive, fragmented European market with disparate language support for
the language communities of Europe. The future publicly availableMT systems should not
depend on large companies, especially those which are not European.
With the help of neural networks, MT has recently improved significantly in its qual-

ity, consistency and productivity. However, in many cases the focus of new technologies
is still on big, fully-resourced languages, in particular English, thus limiting diversity and
reinforcing already-existing disparities. At the same time the neural network techniques
have opened the path to developing a universal translation engine aiming to translate be-
tween any language pair with help of a single model. The application of neural networks
to MT allows also to forego the independence constraints and move towards context-aware
methodologies in MT. A novel approach attracting the attention of many researchers is un-
supervised MT, where (every time less) monolingual data suffices to build a working system.
While much work remains to be done in this area, together with universal MT, it emerges as
one of the key pillars to drive language equality.
55 See e.g., https://ai.facebook.com/research/publications/emerging-cross-lingual-structure-in-pretrained-

language-models/
56 https://translate.google.com
57 https://www.bing.com/translator
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Another challenge of the current systems are various biases in themodels, such as gender,
racial and ethnic bias. In the future, ethical and fairMT should not further propagate notions
of inequality or exclusion, but rather foster an inclusive society.
Explainable and interpretable machine learning is attracting more and more attention in

the research community. A fundamental breakthrough is needed in the understanding of
how current MT algorithms work.
Another field in which a breakthrough is needed is quantum computing. Finally, first the-

oretical steps towards reformulating MT and NLP as quantum computing problems have
been successful, thus more research on how MT and NLP in general can be re-framed as a
quantum computing problem is necessary.
The increasing quality of MT and the expanding preference (especially among younger

users) for voice-based interaction with devices points to more and more applications for
speech-to-speech translation and multi-modal machine translation. Speech translation
is a key technique to break the language barrier for human communication. In order to
achieve human-like language processing capabilities, machines should be able to jointly pro-
cess multimodal data, and not just text, images, or speech in isolation. There is a growing
need for the translation of audiovisual content and development ofMT-centric text-to-speech
and speech-to-text applications that can support the meaningful integration of the written
and spoken word and images. There is also a need for accessible content in the form of
subtitles and audio descriptions. One step in this direction is represented by the recommen-
dations of theNewEuropeanMedia Strategic ResearchAgenda to develop tools for automatic
translation from speech to subtitles, from text to Sign Language, and from Sign Language to
text (New European Media Initiative, 2020).
Collection of usable language data is particularly important: while the intensive use of

MT systems developed by large global companies allows them to collect and re-use user data,
services in Europewouldnot be able to re-use user data in thiswaydue toGDPR (Aldabe et al.,
2021). Copyright lawspose a further barrier in Europe: while copyright law is subject to fair-
use exceptions in countries such as the US, European law is far less flexible. If lawmakers
could agree that using aligned translations of copyrighted data constitutes fair use, as far as
it in no way impairs the value of the materials and does not curtail the profits reasonably
expected by the owner, LT stakeholders could avail of this high-quality language data.
There is also a disparity between publicly available and proprietary bilingual corpora. Al-

though the EU Coordinated Plan on Artificial Intelligence has foreseen a framework for the
free flow of non-personal data in the European Union, the data resulting from public pro-
curement procedures has the tendency to remain locked up in privately-owned data silos,
while the research community and LT industry must again to find, identify and reconstruct
the public part of this data. A crucial breakthrough could be achieved if existing policy frame-
works were adapted to make it mandatory for Member States to make all data in natural
language-related workflows publicly available.
Finally, in general, availability and quality of training and test data should be increased.

Publicly available multilingual data should include a greater diversity of domains and lan-
guages, so that building high-quality MT systems becomes an option for all. Future systems
should be able to cover all European languages as well as language pairs, and be trained on
many different domains and genres.
Current evaluation metrics do not essentially reflect actual translation quality in the real

world. Future systems should be evaluated by new automatic metrics which represent bet-
ter approximations of human judgments and also ideally abandon the dependence on hu-
man reference translations. Moreover, evaluation should not be carried out on isolated sen-
tences/segments. Adopting a single metric as a standard for measuring MT would possibly
allow for a widespread benchmarking of LT across Europe. Increased attention should be
paid to the human judgments used for tailoring the automatic metrics, as well as to manual
evaluation in general.
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There is also a lack of necessary resources (experts, HPC capabilities, etc.) in Europe
compared to large US and Chinese IT corporations (e.g., Google, OpenAI, Facebook, Baidu,
etc.). While in North America and Asia resources can be allocated to only a limited num-
ber of languages, in Europe resources must be distributed across a multitude of official and
unofficial EU languages. There is also an uneven distribution of resources across countries,
regions and languages (Aldabe et al., 2021). Considering themassive infrastructure that is re-
quired to train very large state-of-the-art LT systems, Europe starts with a systemic handicap.
Europe’s strong foundation in research and innovation can compensate for the disadvantage
European organisations havewith respect to infrastructure, provided that a concerted effort
is undertaken in researching the development of new hardware platforms and respective AI
training paradigms.
Finally, the hardware on which MT runs must be scaled down. Several approaches to re-

place GPU-based computing are already under investigation. By ensuring that the capabili-
ties of the hardware are alignedwith the needs ofMT training and inferencemodels, smaller
models would be easy to integrate and use on any device and also be greener by requiring
fewer resources.
Sincemore andmore non-language professionals employMT daily, there is a need for ade-

quate literacywhich includes ameasured understanding of LT and its capabilities among the
general public. The growing interest inMT literacy is already observed in language industry,
where linguists less familiar with MT are taught to use MT critically (Bowker, 2021).
From the end-user/localisation service provider perspective, the pricing pressure often

arises as a consequence of not taking into account extra factors which make MT post-editing
a more complex task than someone unfamiliar with MT might initially think. In addition,
some linguists express negative dispositions towards MT and CAT Tools.
One areawhere the law is perhaps too relaxed is in relation to carbon emissions in the field

of AI research and development. Training neural MT engines is resource intensive and has
a heavy carbon footprint. The EU has the opportunity to be a pioneer in training and devel-
oping green LT by developing efficient models and hardware, as recommended by Strubell
et al. (2019a).
At the level of policies/instruments, much more synchronisation of activities between na-

tional and international bodies is necessary. An instrument for efficient and homogeneous
implementation of policies towards DLE, would be more equal support for all EU languages,
including equal involvement of national research communities.
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Appendix

A. Additional Material on Transformer

A.1. Attention details
Transformer uses a scaled dot-product attention:

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V, (1)

where Q ∈ Rn×dk ,K ∈ Rn×dk , V ∈ Rn×dv , n is the sentence length, dv is the dimension of
values, and dk is the dimension of the queries and keys.

A.2. Multi-head attention
It is possible to use a single self-attention function in each layer, but the translation quality
is improved (Vaswani et al., 2017) when combining multiple attention heads:

MultiHead(Q̂, K̂, V̂ ) =
[
head1(Q̂, K̂, V̂ ), . . . , headh(Q̂, K̂, V̂ )

]
WO,

headi(Q̂, K̂, V̂ ) = Attention(Q̂WQ
i , K̂WK

i , V̂ WV
i ),

where h is the number of heads;WQ
i ,WK

i ,WV
i are parameter matrices which project orig-

inal size (dmodel) queries, keys and values (Q̂, K̂, V̂ ) into smaller-size vectors Q,K, V ; and
WO ∈ Rhdv×dmodel is a matrix which projects the concatenation of attention heads back to
the original dimension dmodel. Usually, the “smaller” dimensions dv and dk are set both to
dmodel

h , but other configurations are possible as well.
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A.3. Encoder details
The encoder of Transformer consists of 6 stacked layers of identical form:

layer(x) = LN
(
x+ PFFN

(
LN(x+MultiHead(x, x, x))

))
,

where x ∈ Rn×dmodel is the input matrix; n is the input sequence length; LN is the layer
normalization (Lei Ba et al., 2016); MultiHead is the multi-head self-attention sublayer de-
scribed above; and PFFN is a position-wise feed-forward network (applied on each position
independently, thus easy to parallelize):

PFFN([x1, . . . , xn]) = [FFN(x1), . . . , FFN(xn)]

FFN(xi) = max(0, xiW1 + b1)W2 + b2

In the Transformer “BASE” model, dmodel = 512, h = 8 and dk = dv = 512/8 = 64. In the
“BIG” model, dmodel = 1024, h = 16 and dk = dv = 64.

A.4. Positional encoding details
Transformer encodes the absolute position (pos ∈ {1 . . . n}) in the sequence into positional
encoding vector PE ∈ Rn×dmodel .

PE(pos,2i) = sin
( pos

100002i/dmodel

)
PE(pos,2i+1) = cos

( pos

100002i/dmodel

)
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