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Abstract
D2.14 provides an overview and describes the state of the art and developments within the
field of Speech Technologies (ST). This field is interpreted to comprise technologies aimed at
the processing and production of the human voice, both, from a linguistic as well as paralin-
guistic angle. It provides an in-depth account of current research trends and applications
in various ST sub-fields, details technical, scientific, commercial and societal aspects, relates
ST to the wider fields of NLP and AI and provides an outlook of ST towards 2030. Chapters
3 and 4, presenting the main ST components and the state-of-the-are are divided according
to the different sub-fields covered: Automatic Speech Recognition (ASR), Speaker Identifica-
tion (SID), Language Identification (LID), technologies targeting paralinguistic phenomena
and Text to Speech (TTS). Chapter 5 discusses the main gaps in speech technologies related
to issues such as data requirements, ST performance, explainability of the critical methods,
regulations influencing the pace of development in the field or specific requirements for less-
resourced languages. The following chapter presents aspects of the wider impact of ST on
society and describes the contributions of speech technologies to Digital Language Equality.
Chapters 7-9 outline some breakthroughs needed, the main technology visions and present
how ST may fit into and contribute to a wider vision of what may be termed Deep Natural
LanguageUnderstanding. The deliverable integrates the views of companies and institutions
involved in research, commercial exploitation and application of speech technologies.

1 Introduction
Speech – as the most natural manner for humans to interact with computers – has always
attracted enormous interest in academia and the industry. Speech Technologies (ST) have
consequently been the focus of a multitude of research and commercial activities over the
past decades. From humble beginnings in the 1950’ies, they have come a long way to the
current state-of-the-art, deep-neural-network (DNN) based approaches. Stimulated by a shift
towards statistical methods, the 1980’ies witnessed an era of Hidden-Markov-Models (HMM),
Gaussian-Mixture-Models (GMM) and word-based n-gram models combined into speech re-
cognition engines employing ever more refined data-structures and search algorithms such
as prefix-trees or Viterbi beam-search (Jelinek, 1998). The availability of data resources to
train these systems was limited to only a few languages, often driven by security (and com-
mercial) interest. Even then, work on Neural Networks (NN) was already being carried out
and viewed bymany as themost promising approach. However, it wasn’t until later (2000’s),
when the availability of training data paired with advances in algorithms and computing
power finally began to come together to unleash the full potential of NN-based ST.
As Artificial Intelligence (AI) was entering springtime again – following the so-called AI-

Winter (Hendler, 2008; Floridi, 2020) – general interest, research activities, funding oppor-
tunities and investments witnessed dramatic growth. This has led to significant progress in
many related fields, including those of Natural Language Processing (NLP), Machine Learn-
ing (ML) and Data Science (DS). Speech Technologies profited greatly from these advances
and have become mainstream technologies, deployed in numerous domains and viewed as
commodities in many instances.
Especially over the past couple of decades, ST have evolved dramatically and become om-

nipresent in many areas of human-machine interaction. Embedded into the wider fields of
Artificial Intelligence (AI) and Natural Language Processing, the expansion and scope of ST
and their applications have accelerated further and gained considerable momentum. In the
recent years, these trendswere pairedwith the undergoing, profound paradigm shift related
to the rise of the foundation models (Bommasani et al., 2021), such as BERT (Devlin et al.,

WP2: European Language Equality – The Future Situation in 2030 1
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2018), GPT-3 (Brown et al., 2020), CLIP (Radford et al., 2021) and DALL-E (Ramesh et al., 2021)
– a class of models trained on broad data at scale, adaptable via natural language prompts
and able to perform reasonably well on a wide range of tasks despite not being trained ex-
plicitly on those downstream tasks.
Changes, new requirements and restrictions introduced by the COVID-19 pandemic paired

with substantial advances in algorithms and specialised, high-performancehardware aswell
as the wide availability of mobile devices have led to massively increased adoption and fur-
ther technological improvements. With speech and natural language forming fundamental
pillars of (human) communication, ST may now even be perceived as “speech-centric AI”.
During these exceptional times of a global pandemic, businesses and administrations alike

have been encouraged and urged to improve their virtual ties with customers and citizens.
This has led to increased adoption and extension of the scope and application of virtual assis-
tants, chatbots, and other voice-enabled technologies. With the emergence of intelligent vir-
tual assistants ST have becomeubiquitous, yetmany ST systems can only copewith restricted
settings and domains and can be used only with the most widely spoken of the world’s many
thousands of languages. For languages with fewer speakers and thus of lesser commercial
interest, ST systems are still all but absent and/or severely limited in their scope. As a conse-
quence, millions of individuals who speak these languages are virtually cut off from a wide
range of speech-based services and applications or forced to communicate in languages other
than their native one(s).
Current technologies often require the presence of large amounts of data to train systems

and create corresponding models. Despite the lack of massive volumes of training mate-
rial (e. g., transcribed speech in case of ASR or annotated audio for TTS), recent advances
in ML and ST have begun to enable the creation of models also for less common languages.
These approaches however are generallymore complex, expensive and less suitable forwide
adoption. While recently presented results indicate that novel approaches could indeed be
applied to address some of the challenges related to the creation ofmodels for low resourced
languages, the scope of their application and inherent limitations are still the subject of on-
going research (Lai et al., 2021).
The democratisation of ST may thus be viewed as part of the democratisation of AI in gen-

eral, not only in the sense of allowing the general public to participate in the generation of
models and solutions, but also to equally participate in their use.
This report describes the state of the art in the field of speech technologies, shortcomings

and challenges and outlines technical, scientific as well as commercial alleys towards the
future. It provides an in-depth account of the current research activities and applications in
various sub-fields and puts these activities into perspective and relation with each other.
Chapter 2 presents the scope of this deep dive and introduces the main fields covered. In

chapter 3, the main components of the field of Speech Technologies are presented followed
by a description of different sub-fields of ST: Automatic Speech Recognition (ASR), Speaker
Identification (SID), Language Identification (LID), technologies addressing paralinguistic as-
pects of speech and Text to Speech (TTS). Chapter 4 provides an in-depth description of the
current state-of-the-art methods of each of the ST-sub-fields covered. Chapter 5 discusses the
main gaps in speech technologies such as the ones related to data needs, ST performance, ex-
plainability of the critical methods, regulations influencing the pace of development in the
field, and specific challenges concerning low-resourced languages. In chapter 6, ST contri-
butions to Digital Language Equality and the wider impact of the technologies on society are
presented. These include the discussion about digital language inequalities, biases, fairness
and ethical issues related to the use of ST. We also outline the impact of ST on users with
special needs and present the relations between the development and application of ST in
a wider landscape of business environments, its footprint on energy consumption and ram-
ifications in the context of privacy and trust in technology. Chapter 7 outlines challenges
and indicates several breakthroughs needed to overcome them. These include the access
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and discoverability of training data and changes required in training paradigms. Further-
more, a range of challenges related to the performance, robustness, evaluation, integration
of ST components beyond the field and requirements for reaching out to other communities
and non-expert users is discussed. The chapter concludes with an overview of the require-
ments for the alignments with the existing EU policies and changes needed on the policy
level. Chapter 8 presents the main technology visions and development goals until 2030. Fi-
nally, chapter 9, presents how ST fit into and contribute to a wider vision of Deep Natural
Language Understanding.

2 Scope of this Deep Dive
The scope of this deep dive encapsulates a wide range of speech technologies including lan-
guage identification and speaker recognition, automatic speech recognition, technologies to
address paralinguistic phenomena as well as text to speech. It gathers and synthesises the
perspectives of the European research and industry stakeholders on the current state of af-
fairs, identifies several main gaps affecting the field, outlines a number of breakthroughs
required and presents the technological vision and development goals in the next ten years.
The views expressed stem from a diverse set of groups and comprise elements of research

as well as the industry.
In line with other deep dives of WP2, we adopt a multidimensional approach where both

market/commercial as well research perspectives are considered and concentrate on these
important aspects – technologies, models, data, applications and the impact of speech tech-
nologies on society.
The tendency for the combination of technologies into more powerful systems, encom-

passing several individual technologies and models has become apparent and is reflected in
numerous occasions within this document. We expect this trend to continue and even get
stronger over time.
ST canbe investigated and researched in their own right andmuch effort has been invested

in this direction (and continues to be invested). However, their full potential often only be-
comes evident when they are combined with further technologies forming intelligent sys-
tems capable of complex interaction and dialogues. This kind of interaction may encompass
a diverse set of contexts, history and spanmultiple modalities. To the casual user, individual
components then become blurred and almost invisible with one overall application acting
as the partner within an activity which may otherwise be carried out together with a fellow
human being. In this setting, the conglomerate and aggregation of technologies form a step
away from narrow and highly specialised systems towards combined and complex systems,
providing a notion of amore general and broader kind of intelligence. Speech and language,
as the most natural and appropriate vehicle for humans to communicate with machines in
many instances, thus becomes the gatekeeper to and core of a broader kind of AI.

3 Speech Technologies: Main Components

3.1 Automatic Speech Recognition
General introduction

The goal of an automatic speech recognition system is to convert speech into sequences of
units such as words or characters. In the process, several steps are performed, involving a

WP2: European Language Equality – The Future Situation in 2030 3
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variety of models and algorithms. These convert the raw audio input into increasingly more
abstract units (such as features, phonemes, phones, morphemes, words) and eventually to
the desired unit of transcription. Each of these steps involves different knowledge sources
and can be modelled by individual components or by combined models spanning several
steps. Traditionally, these knowledge sources were each modelled and optimised individu-
ally. More recently, models have been combined and eventually resulted in so-called end-
to-end (E2E) models1 aiming to represent (and optimise) the complete transcription process
within a single model.
Conceptually, ASR systems consist of an acoustic model (AM), a lexicon and a language

model (LM). The AM’s goal is to model speech sounds and their variations. The lexicon de-
fines the inventory of units (words) to be recognised. Each of these units has one or more
pronunciations linking it to the AM and the lower-level audio-units (e. g., phonemes, via
a pronunciation-lexicon). Special components mapping spellings to sounds (grapheme-to-
phoneme, G2P) are employed to create these pronunciations in a consistent manner. Finally,
the LM’s task is to model how the units of the lexicon interact, typically by assigning proba-
bilities to sequences of these units.

Processing

ASR systems typically perform some initial pre-processing to produce a sequence of features
in regular time-intervals (e. g., every few milliseconds). Traditionally these features were
modelled after the human-ear (e. g., mel-cepstrum coefficients) but potentially theymay also
be created by the initial stages of NNs. AM and LM are then employed within a search algo-
rithm to produce a transcript or set of alternative transcripts. The basic process was intro-
duced already in the 1980’ies by Bahl and Jellinek (Jelinek, 1998). Some post-processing, e. g.,
for handling numbers or acronyms, is sometimes applied to this initial transcript to produce
a final transcript. The ASR-process can be carried out in a causal fashion (sometimes also re-
ferred to as online) and in (near-) real-time or running from pre-existing audio (sometimes
referred to as offline), in which casemore context is available for the process and faster than
real-time processing can be achieved. During the past decade, hybrid models (Bourlard and
Morgan, 1993; Seide et al., 2011), combining traditional elements such as HMM with NNs
as well as E2E models, combining various levels of processing, have witnessed consider-
able progress. This tendency continues, also allowing for novel methods involving different
modalities and the integration of research results from other fields such as machine trans-
lation (MT, e. g., transformers (Vaswani et al., 2017)) or visual processing (e. g., the use of
convolutional NN’s (Gu et al., 2018)).

Performance measures

The performance of ASR systems is typically measured in terms of Word-Error-Rate (WER)
using dynamic alignment between reference and transcript. The WER depends on a variety
of factors concerning the acoustic conditions underwhich the speechwas produced, speaker-
specific traits such as nativeness, emotional state, etc. and a series of linguistic factors such
as dialects, social register, specific domains or the spontaneity of speech. As models are
typically of a statistical nature, the availability of adequate training corpora is a key factor
in determining the performance of ASR systems as are the algorithms applied to combine
the various models during the search.

1 The exact definition of E2E varies according to context and authors, but for practical purposes, it can be assumed
to mean a direct conversion from input (audio) to output (transcript).
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Current trends

Recent years havewitnessed substantial progress requiring less and less labelled speech data
for training and the adoption of semi-supervised or unsupervised strategies for model cre-
ation. However, there is still a big disparity between ASR performance in languages and
domains for which there are copious amounts of labelled data and those without such rich
resources.
The methods prevalent in ASR systems today are based on statistical methods and ML,

particularly on E2E DNN models. These are active areas of research and vary widely in
complexity and scope. Pre-trained models are often fine-tuned specifically for the intended
use and also serve as the starting point of ASR for specific languages. Methods such as HMM,
hybrid HMM-NNmodels or weighted finite-state-transducers (WFST) are likewise still in use.
Prior approaches are slowly being phased out as progress and the applicability of NN-based
models takes precedence in many cases. A set of frameworks and toolkits such as Kaldi
(Povey et al., 2011) have allowed a broader audience to develop and use models for ASR.
The utilisation of language models – also in combination with NN-based methods – is still
favoured for ASR system performance. In this area, several standards exist, e. g., ARPALM or
KenLM style language models can be supplied and plugged into the major ASR frameworks
available. Whereas ASR systems typically output a single transcript, the output of richer
structures such as n-best or lattices can be beneficial for information retrieval contexts.

Data needs

There has been a strong dependence on the availability of large corpora to train the current
state of the art systems. This has left many institutions unable to compete or innovate to a
meaningful extent. As a consequence, the rise of ASR systems by super-institutions, mostly
industrial, has dominated ASR development. Data requirements have exploded, with in-
creasingly tighter andmore restricted returns on investment. For instance, it is not unheard
of to see 1000 hours ormore of language-specific transcribed data being used for the creation
of an ASR model. The positive flip-side to this is that the architectures of the latest models
have already been built with transfer learning and fine-tuning in mind, requiring far less
aligned training data. The degree to which these pre-trained models perform when ported
to other languages also depends on the linguistic proximity (phonetic, phonological, etc.) of
the language to the base model. The smaller this proximity is, the more fine-tuning data is
typically required (e. g., 10 hours vs. 100 hours). Data requirements for language model gen-
eration are far easier to come by for most languages, as written text is generally much more
readily available. Specific instances, such as languages with strong dialectal influences and
non-standard spelling (e. g., the various dialects of spoken Arabic) form notable exceptions
here. Domain-specificity of texts as well as regional particularities and lexical shift over time
need to be taken into account.

Target uses

ASR serves as a key technology for turning unstructured data into structured content, thus
making it accessible for downstream processing (enrichment, information retrieval, dia-
logue systems, etc.). It is an essential ingredient in supporting speech input as the most
natural way for humans to interact with computer systems.
Speech technologies have come to be regarded more and more as a commodity, with bil-

lions of mobile devices offering interactivity through voice and voice-appliances entering
the homes of users (smart homes, IoT). Spurred by an increased need for sanitation, touch-
less interaction is becoming the preferred manner of interaction in times of a pandemic like
the current COVID-19 one. From the perspective of businesses, speech technologies promise
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the possibility to extend services with new capabilities, making interaction more intuitive
and natural and allowing at the same time to scale services to levels that were previously
impossible (due to lack of resources) or not cost-effective. As such, speech technologies are
viewed to play a major part in the process of digital transformation.
In most contexts – other than personal dictation systems – ASR systems are meant to work

in a speaker-independent manner. Due to the statistical nature of models and the datasets
employed to train these models, certain kinds of bias have been observed in the past, e. g.,
early ASR systems used to work better for male speakers than for female speakers. As in all
other ML-based systems, the specificities of the training data are reflected within the result-
ing models and special care needs to be taken in order to mitigate and minimise this effect.
More recently, the use of language concerning gender is receiving higher attention. Morpho-
logical particularities, pronouns etc. need to be reflected properly in ASR models in order to
adequately transcribe utterances containing such elements.

3.2 Speaker Recognition
General introduction

Speaker recognition (SR) refers to the processwhere amachine infers the identity of a speaker
by analysing his/her voice/speech. The basis of SR is the task of speaker verification (SV). In
this task, one ormore enrolment (registration) utterances from a speaker are comparedwith
a test utterance. The system then provides a score that indicates how likely it is that the test
utterance is spoken by the same person as the enrolment utterances. Speaker verification
is often referred to as an open set problem since neither the enrolled speakers nor the test
speaker is used for building the system. A system that can perform the speaker verification
task can also be used for speaker identification, where many speakers are enrolled (regis-
tered). In testing, an utterance is assigned to one of the enrolled speakers or possibly also to
none of them. Speaker clustering is based on a set of unlabelled recordings, with the aim to
infer the number of speakers and attribute them to the respective recordings. Many applica-
tions also require combinations of the above tasks. For example, a set of utterances could be
subjected to identification after which all utterances which did notmatch any of the enrolled
speakers are clustered.

Scope

Age and gender recognition are two tasks closely related to SR since in typical databases the
property of “age” usually does not change significantly between different recordings of the
same speaker and “gender” does not change at all. Utterance representations (embeddings)
produced by SR can therefore be used as an input feature to age and gender recognition
systems. Age detection is frequently divided into age ranges rather than being targeted at
the exact age of a speaker.
Emotion recognition from the speech is another highly relevant topic. It is used in a wide

variety of applications from businesses to governmental bodies. For example, in call centres,
it supports monitoring of client support quality and is employed to study clients’ reactions
to certain emotional triggers. Multiple studies have been conducted on emotion recognition
from the speech signal.

Data needs

State-of-the-art speaker recognition systems are trained on data from several thousands of
speakers, each providingmany utterances. In addition, this training data is often augmented
with versions of the utterances with additive noise or reverberation (data augmentation).
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Most of the research papers investigate machine learning model performance on public
artificially created datasets such as EMODB (Burkhardt et al., 2005), IEMOCAP (Busso et al.,
2008), TESS (Pichora-Fuller and Dupuis, 2020), and RAVDESS (Livingstone and Russo, 2018).
Although this approach ensures a common benchmark, it ignores the fact that in the real
world speech data is not as clear or well-defined. A few papers such as (Kostoulas et al.,
2008), (Dhall et al., 2013) and (Tawari and Trivedi, 2010) aim to address this issue.

Interpretability, explainability, transparency

Speaker recognition systems are typically designed to output the log-likelihood ratio (LLR)
for the hypothesis that the speakers are the same vs. the (alternative) hypothesis that the
speakers are different. In the mathematical sense, an LLR is completely interpretable for
anyone with a sufficient level of expertise and training. The need for explainability, i. e., for
the system to be able to explain how it reached its conclusion, naturally depends on the ap-
plication. If the result of speaker recognition is to be used as forensic evidence at court, this
may indeed be considered important. So far, methods for explainability of speaker recog-
nition systems have received relatively little attention from researchers. Some work with
gradient-based methods has been presented in Muckenhirn et al. (2019).

3.3 Language Identification
General introduction

Language identification aims to recognise which language is spoken in an utterance. Typi-
cally, it is treated as a closed set classification problem, i. e., the languages to be recognised
are fixed. Accordingly, language recognition systems can be built using supervised machine
learning techniques. In this sense, it is a simpler problem than e.g., ASR where the output
space is a structured combination of fixed symbols (words or graphemes), or SR where the
typical applications require the system to compare voices from speakers not seen in training.
Partly for this reason, language recognition gains less attention in the research community
than ASR or SR. For example, the most recent large evaluation LID took place in 2017 (organ-
ised by the National Institute of Standards and Statistics, NIST) whereas there are several
recurring evaluations per year in ASR and SR. It should be noted that LID is generally per-
formed before ASR. An alternative would be to process the audio with ASR systems for many
different languages and then analyse their text output and confidence scores to determine
the languages. However, this approach is not practical and generally not effective (even
though it was allegedly applied by Amazon Alexa in the early stages).

Data needs

Building state-of-the-art LID systems typically require 15 or more hours of speech per lan-
guage. Compared to other speech processing tasks, acquiring labelled data (i. e., the audio
and the language label) for language identification training is fairly easy. For example, the
spoken language in video recordings on the internet can often be inferred from metadata.
Therefore, companies and research laboratories typically have LID data for more than 50
different languages. Dependencies on domain and audio conditions, however, still apply to
some extent. Voxlingua107 (Valk and Alumäe, 2021) is a dataset for spoken language recog-
nition of 6628 hours (62 hours per language on the average) and it is accompanied by an
evaluation set of 1609 verified utterances.
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3.4 Assessment of emotions, cognitive conditions and personality traits
General introduction

Recognition of emotions, mood and personality traits from the speech is an active research
area with a wide range of potential applications such as, e. g., intelligent human-computer
interaction, call centres, onboard vehicle driving systems, financial security and smart en-
vironments. As emotions play a crucial role in interpersonal communication, perceiving
the emotional states of interlocutors is also an essential component for holistic modelling of
users, enabling an instantaneous reception of feedback related to the system’s actions and
better-informed action selection. The emotional cues as well as the ability to detect users
personality traits and cognitive conditions are also useful for a system adaptation to a user
in the longer term. Automatic voice analysis techniques are also used for the detection of
cognitive conditions, monitoring of patients suffering from a neurodegenerative disorder,
such as Alzheimer’s disease (AD).

Scope

Speech and the human voice have been investigated for a considerable amount of time with
the goal to infer information about the speaker’s mood and emotions (Schuller et al., 2011;
Batliner et al., 2011; Koolagudi and Rao, 2012; Dasgupta, 2017; Albanie et al., 2018; Rouast
et al., 2019; Akçay and Oğuz, 2020), mood disorders (Huang et al., 2019) and signs of depres-
sion (Cummins et al., 2015; Toto et al., 2021). A similar strand of research aims at the detection
of specific cognitive states and conditions (Tóth et al., 2018; Konig et al., 2018; Pulido et al.,
2020), certain diseases, such as COVID-19 (Dash et al., 2021; Schuller et al., 2021) and other
health states (Sertolli et al., 2021), as well as personality traits (Mairesse et al., 2007; Polzehl
et al., 2010; Mohammadi and Vinciarelli, 2012; Guidi et al., 2019; Lee et al., 2021). In Speech
Emotion Recognition (SER) and in speech synthesis, both the discrete and dimensional emo-
tionalmodels are used (Kwon et al., 2003; Giannakopoulos et al., 2009; Schröder, 2004). In the
dimensional models, two or three continuous spaces for arousal, valence, and potency are
frequently considered. The discrete models’ taxonomies are more diverse, with differences
in the number of emotions included.
Work in the areas that target the paralinguistic aspects of speech is highly interdisciplinary

in nature. It brings together fields such as psychology, medicine or computational linguistics.
Due to its inter-disciplinary heritage, it has brought with it a wide diversity in terminology
and approaches which can only be described at a superficial level within this document.

Data needs, interpretability, explainability, transparency

The amount, quality anddiversity of data employed are as diverse as the efforts and teams ac-
tive in this domain. In many cases, experiments are conducted in a qualitative manner. Eth-
ical and legal issues are of high importance, especially in clinical settings. Regarding the au-
tomatic processing of speech with the focus on paralinguistic aspects, the Interspeech Com-
putational Paralinguistics Challenge (ComParE2) has been taking place for the past 12 years,
introducing new tasks every year and addressing important but as of yet under-explored
paralinguistic phenomena (Schuller et al., 2020).
In SER a variety of data sets is being used, including the acted (simulated), natural and

elicited (induced) speech. The examples of prominent data sets include Berlin Emotional
Database (German) (Borchert and Dusterhoft, 2005), eNTERFACE’05 Audio-Visual Emotion

2 http://www.compare.openaudio.eu
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Database (English) (Martin et al., 2006), SEMAINE Database (English, Greek, Hebrew) (McK-
eown et al., 2011), RECOLA Speech Database (French) (Ringeval et al., 2013), Vera Am Mit-
tag Database (German) (Grimm et al., 2008), AFEW Database (English) (Kossaifi et al., 2017),
Turkish Emotional Speech Database (Turkish) (Oflazoglu and Yildirim, 2013). The size of the
datasets used in this task varies significantly both in the number of speakers (from 2 to a few
hundred), their profile, and the number of utterances included in a set. Similarly, different
emotion taxonomies are being used. See (Swain et al., 2018; Khalil et al., 2019; Akçay and
Oğuz, 2020) for an extensive review of databases, models, resources as well as approaches
applied in the SER field.
Recently, dedicated datasets and challenges aimed at the detection of cognitive disorders,

especially Alzheimer’s dementia were created. For example, the ADReSS Challenge at IN-
TERSPEECH 20203 introduced a task for evaluating different approaches to the automated
recognition of Alzheimer’s dementia from spontaneous speech. The challenge provided the
researcher community with a benchmark speech dataset that has been acoustically pre-
processed and balanced in terms of age and gender, defining two cognitive assessment tasks:
detection of the Alzheimer’s speech, and the neuropsychological score regression task (Luz
et al., 2020).

3.5 Text to Speech
General introduction

The task of generating speech from some other modality like text, muscle movement infor-
mation, lip-reading, etc. is called speech synthesis. In most applications, the text is used as
the preferred form for the input and this particular case is called text to speech (TTS) con-
version. The goal of a TTS system is to generate speech from written natural language. In
the ideal case, TTS systems should produce natural voices that can communicate in a certain
style, are able to reflect the accent, mood and other characteristics of the speaker and are
indistinguishable from those of humans. Many factors affect the quality of the synthetic
voices, such as the synthesis technique applied and the size and quality of the available
speech databases used for model creation/adaptation.

Machine learning vs. symbolic methods

Current TTS systems are based on deep learning. Neural networks have all but replaced
traditional synthesis technologies such as HMM-based statistical parametric synthesis and
concatenative synthesis achieving a better voice quality while demanding less preparation
of training data. Speech and the corresponding aligned text (or phonetic transcription) is
usually the requirement to properly train these DNN based TTS systems.
DNN based systems are typically split into two parts – a neural acoustic model which

generates acoustic features of the speech given linguistic features, such as graphemes or
phonemes, and a neural audio generation model (also known as a vocoder) which generates
an audio waveform given these acoustic features, e.g., Mel-spectrogram frames. However,
the text is only able to describe certain aspects of the content that is to be produced as speech.
Thus such models generally produce only neutral speech. Recently, efforts have been made
towards synthesising expressive speech. This can be achieved either by directly controlling
the rhythm, pitch, and energy of the speech (Valle et al., 2020a; Ren et al., 2020), or indirectly
by passing an embedding corresponding to a certain emotional style (Wang et al., 2018).

3 http://www.interspeech2020.org/index.php?m=content&c=index&a=show&catid=315&id=755, acessed 17.1.2022
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Data needs

Very large corpora are needed to obtain good synthetic voices with this technology, often as
big as hundreds of hours of very high-quality recordings. Big companies have taken the lead
in the development of this kind of system. Using around 20 hours of carefully selected speech
from a professional speaker and recorded in a professional studio is a common requirement
fulfilled bymost of the current commercial systems. Smaller research groups and companies
have difficulties to compete taking into account the quantity of good quality speech record-
ings required. Also, small languages (in the sense of commercial interest and/or a number
of speakers) suffer from this issue as the main companies develop their systems almost ex-
clusively for major languages and there are no available speech corpora of the required size
to train the proposed architectures for these languages.
Instead of recording dedicated datasets, audiobooks provide a viable alternative and can

be used as a potential source of speech data. Audiobooks usually contain several hours of
high-quality audio from a single speaker, thus adhering to the requirements of DNN based
TTS system training. Coupling the audio with the text version of the book, e.g, with the help
of forced alignment by ASR, can significantly decrease the effort required to obtain audio
transcriptions. However, such an approach requires some additional processing steps, such
as filtering the audio from any background noises, text normalisation, checking the audio
and text for any discrepancies, etc.

4 Speech Technologies: Current State of the Art
Deliverable D1.2 Report on the state of the art in LT and language-centric AI provides an
overview of previous and present approaches for the technologies covered by this docu-
ment. In the following, further aspects and developments since the creation of the before-
mentioned document are discussed.

4.1 Automatic Speech Recognition
SOTA of the current methods and algorithms

The traditional (and by now classical) pipeline of ASR consists of components for audio pre-
processing, an acoustic model, a pronunciation model as well as a language model defined
over units of a lexicon. Within the scope of a search algorithm, these elements are combined
to produce the most likely transcript given the input audio. In this scheme, models generally
are of a generative kind (such as GMMs, HMMs and n-grammodels for the LM) and optimised
individually. This setup was considered standard in the first decade of this century.
However, already starting in the early 2000s, more and more of these components were

being replacedwithDNNs, hybridDNN-HMMs, LSTM-HMMsor RNNs. This changewasmade
possible by advances in algorithms and models as well as the massive increase in available
training data and computing power (in particular of GPUs). As a result, WERs could be re-
duced bymore than 50% inmany domains and languages (Schlüter, 2019). However, the per-
formance of ASR systems still varies dramatically depending on the domain and language,
with low-resource languages still exhibiting WERs resembling those of English many years
ago.
For applications in practice (ASR in the Wild), hybrid systems combining traditional ele-

ments such as HMMs and DNNs still dominate the state of play. As such, they can be re-
garded as state-of-the-art outside of research labs. Toolkits like Kaldi (Povey et al., 2011)
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provide a sound basis for the development of systems for research as well as commercial
environments. Kaldi is currently undergoing a redesign process and will be named K24.
The initial phases of the introduction of NNs concerned the pre-processing, e. g., tandem

features and bottleneck features (Hermansky et al., 2000; Grézl et al., 2007) and AM, with
models taking into account increasingly larger context (recurrent models like RNNs, LSTMs,
GRUs). Approaches such as LSTM (Sundermeyer et al., 2015) augmented this by allowing
novel manners to represent the LM.
The introduction of sequence-to-sequence (S2S) approaches such as Connectionist Tempo-

ral Classification, CTC (Graves et al., 2006), or “Listen, Attend and Spell” (Chan et al., 2015)
took this process to the extreme. They introduced one global model that maps acoustic fea-
tures directly to the text. This model is optimised with only one objective – as opposed to
before, where different sub-models were optimised independently and using different ob-
jectives.
These end-to-end models typically consist of an encoder (DNN) generating a deep and rich

representation of the input (audio) followed by a decoder (DNN) paying attention (Bahdanau
et al., 2014) to the (encoded) input as well as its internal states and the last emitted outputs.
State-of-the-art approaches usually utilise RNNs and Transformers (Vaswani et al., 2017),

though recent research suggest that the latter is better (Karita et al., 2019; Zeyer et al., 2019).
Novel research tries to overcome some shortcomings of the Transformers for speech by com-
bining them with, e.g., convolutional NNs (CNNs) (Dong et al., 2018; Gulati et al., 2020).
Novel approaches, such asWav2Vec 2.0 by Facebook (Baevski et al., 2020) focus on leverag-

ing vast amounts of unlabelled speech data. In this approach, latent representations of audio
are produced which represent speech sounds similar to (sub-)phonemes which are then fed
into a Transformer network. The approach has been shown to outperform other typical
paths of semi-supervised methods, while also being conceptually simpler to implement and
execute. The possibility to employ smaller amounts of labelled data as well as being able to
train multilingual models provide strong arguments for this approach.

Current trends regarding the SOTA

Several trends concerning the SOTA can be discerned and can be expected to also continue
in the foreseeable future:

• Manual configuration or customisation will be minimised or eliminated altogether.

• Several standard-evaluations of ASR exist, leading to a systematic push in frontiers and
performance on a continuous basis. Existing evaluations are likely to be complemented
by further, more complex setups (also non-English and/or multilingual!).

• As text is abundant and LMs can be trained from text-only, the incorporation of strong
LMs (to bias NNs) will remain an active topic of research. Shallow and deep fusion (Le
et al., 2021) to blend differentmodels, such as specialised LMs and generic LMs, provide
current approaches addressing this problem

• The integration of further knowledge sources into E2E systems.

• Reinforcement learning has gained popularity in a number of areas. The adoption also
for certain tasks within ASR is pending.

• A lot of attention has been paid to single microphone settings (see, e. g., (Kanda et al.,
2021a,b) for examples of recent works on E2Emulti-speaker ASR formeeting transcrip-
tion). Multi-speaker, multi-channel, multi-microphone setups may provide further an-
gles and lead to improvements.

4 https://www.kaldi.dev/industry_overview.html
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• The combination of ASR with further NLP technologies (such as MT) in a single model
may produce even more powerful combined, E2E models.

• As model complexity has become prohibitive in many cases for all but the most potent
participants, the trade-off between system-complexity and performance is a promising
target area for future work.

• A multi-pass approach to recognition, as it was popular in the pre-DNN days may see a
revival, due to work on fusion and combination with further knowledge sources.

• Language-agnostic ormultilingual models, cross-lingual andmulti-lingual training and
models (also in the guise of “co-training” of models) are receiving increased attention.

• Further influence from other fields such as MT, vision and ML, in general, may carry
over to the field of ASR, as all of these fields tend to share methods and models in an
increasing manner (e. g., the adoption of CNNs from vision to ASR).

• Novel manners to define the units of textual elements for vocabulary design emerge,
to mitigate out-of-vocabulary (OOV)5 effects e. g., via byte-pair-encoding (BPE) and the
inclusion of single characters (Sennrich et al., 2016).

• Hyper-parameter tuning may receive an increase in interest, which may currently be
low due to prohibitive costs for many participants in the ASR market.

• Further advances in search algorithmsmay emerge asmethods like beam-searching do
not guarantee optimal results.

Data use vs. other resources

The scarcity of training data (aligned data of audio and text) is a well-known problem for
most languages. Whereas for commercially important languages such as English or Man-
darin Chinese an abundance of data is available, this is not the case for many other lan-
guages. While companies like Google train models on 125.000h of speech, with a resultant
model size of up to 87GB, this is unthinkable due to lack of data as well as resources for most
other actors.
Several trends can be observed:
• The increased use of pre-trainedmodels and fine-tuning/adaptation. Several platforms
(like Huggingface6) provide a growing set of pre-trained models for a variety of lan-
guages and domains.

• Work on data augmentation and pooling of resources is receiving more attention. For
example, there is some ongoing work in evaluating the best data augmentation and
pooling methods, and their effect on ASR performance. This has been done extensively
for Maltese speech data, where only around 7 hours of high-quality transcribed speech
data is available (which is arguably low even for fine-tuning a system such asWav2Vec).
This has been documented extensively and could serve as a guide to other similar ef-
forts for other languages (Mena et al., 2021). In fact, an absolute word error rate reduc-
tion of 15% is reported, just through careful augmentation alone – andwithout the help
of a language model.

• Co-training of models: the combination of training data for several, related languages
and domains to create multi-language, multi-domain models (or base-models for fine-
tuning).

5 OOVs are words that occur in the audio but which do not form part of the vocabulary
6 https://huggingface.co
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• Multilingual models: the creation of truly multi-lingual or language-agnostic models.

• Variousmethods to address the out-of-vocabulary problem. Wordsmay thus be decom-
posed into smaller units (e. g., morphs), they may be reconstructed from intermediate
search results (by extending lattices) or re-training of models may be carried out to
include current vocabulary.

• Ageing of models: models are frequently outdated once they are deployed and need to
be re-trained continuously. Through this, the shift in language may also be addressed
(in addition to shifts in topics).

• Weakly- and semi-supervised training: There is also a strong interest in weakly- or
semi-supervised training methods, that enable the application of and un-transcribed
and un-annotated data for ASR training. In semi-supervised training, a series of mod-
els are trained where a given model in the series serves as a teacher to the succeed-
ing model by generating labels on the unlabelled dataset. The student to this teacher
model is trained on the dataset obtained by combining the supervised set with the
teacher-labelled dataset. This idea has been shown to work and provide good improve-
ments in recognition quality in multiple research papers, both in low-resource and
high-resource scenarios (Wallington et al., 2021; Zhang et al., 2020; Synnaeve et al.,
2019).

Accuracies, measures used, human vs. auto evaluation

The main measures of determining the performance of ASR systems are Word Error Rate
(WER), Character Error Rate (CER) and Phoneme Error Rate (PER). WER is derived from the
Levenshtein distance, performing a dynamic alignment of reference and output at the word
level. WER, though mostly standard, does not always correlate with the quality of speech
recognition systems, as some word-level errors can be qualitatively more acceptable than
others. WERdoes not take into account this qualitative difference and treats allwords equal –
which formany purposes, such as information retrieval, is clearly not optimal. CER is similar
to WER but typically applies to languages using character-based scripts. PER looks at an
error rate which consists of the number of all phoneme errors. Given the nature of some of
the ASR architectures, frequently utilising a flavour of Connectionist Temporal Classification
(CTC), this is an increasingly important performance metric. In terms of performance over
n-best results or lattices, measures such as precision, recall and their harmonic mean, the
F1-measure are commonplace.

Downstream task accuracy, efficiency, thresholds

Typically, ASR outputs unstructured and normalised text without any punctuation marks.
This is not an issue in use-cases, where the user input is short and concise, e.g., when asking
a question to a virtual assistant. However, when generating transcripts for longer speech, it
is crucial to restoring punctuationmarks to improve readability and provide structure to the
transcript. Moreover, punctuation marks are often used in further downstream tasks such
asNER, POS tagging andMT. ASR systems can introduce errors that a standardMT systemhas
not seen during training and thus cannot handle. In such instances, the translation quality
may suffer, even to an extent where the translations are effectively incomprehensible (Ruiz
et al., 2019).
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4.2 Speaker Recognition
SOTA of current methods and algorithms

As for language recognition, state-of-the-art SR systems use neural networks to extract a rep-
resentation (usually referred to as an embedding) for the speaker in an utterance. The input
to the network is usually given by features extracted from frames of 20-30ms, although there
are also ongoing efforts to take the raw waveform as input to the network. Embeddings are
then compared with a backend in order to decide whether they are from the same person or
not. Typical neural network architectures for embedding extraction are TDNN, ResNet, LSTM
and versions thereof. The standard choice of backend is Probabilistic Linear Discriminant
Analysis (PLDA) which is a generativemodel. In the recent few years, using cosine similarity
plus an affine transformation have proven to give a competitive performance, especially for
audio with a 16kHz sampling rate. An advantage of generative backends however is, that
scoring with different numbers of enrolment utterances becomes trivial. In addition to vari-
ations of the embedding extractor architecture, many recent research efforts have focused
on the training objective. If the task at hand is verification, the most intuitive manner would
be to train the extractor for this task. However, in practice, it often works better to train the
extractor for classification. That is, for a training utterance the network should classify who
among the speakers in the training set speaks in the utterance.

Accuracies, measures used, human vs. auto evaluation

The evaluation metric in SR depends on the task studied. The most common SR task in aca-
demic research is speaker verification. Due to the many evaluations in this task, there is a
large consensus on which metrics to use. Two types of errors can occur: false accept (FA)
to recognise the speaker in the enrolment- and test utterance as being the same when they
are different, and false reject (FR) to recognise the speaker in the enrolment and test utter-
ances as being different although they are identical. It is important to distinguishwhether an
evaluation metric is calibration sensitive or calibration insensitive. Put simply, calibration
sensitive metrics care about whether the decision threshold is correctly specified whereas
calibration insensitive metrics do not. The most commonmetrics are Equal error rate (EER),
detection cost function (DCF) and log-likelihood ratio cost (CLLR). The EER is defined as the
error rate when the threshold is adjusted so that FA and FR are equal. Thus this metric
disregards for the threshold used by the system and accordingly is a calibration insensitive
metric. The detection cost function is based on user-specified costs of FA and FR as well as
the prior probability for the speakers in the enrol and test utterances being identical. For
the detection cost function, there is both a calibration sensitive (actual DCF) for which the
system’s threshold is used and a calibration insensitive variant (minimumDCF) for which
the threshold that minimised the DCF on the test set is used. Finally, CLLR, is designed to
be an application-independent evaluation metric. It can be viewed as an average of DCFs.
The performance of speaker verification systems varies greatly in particular depending on
the duration of the utterance but also on the acoustic conditions such as the noise level and
sampling rate. Mismatch in the languages spoken in the training data and test data may also
degrade the performance. For 16kHz datawith low noise conditions, a few seconds of speech
is usually sufficient to produce an equal error rate of around 1%. For 8kHz telephone data
in noisy environments and with a mismatch in training and testing languages, EER can be
5-10% or even worse.
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4.3 Language Identification
State-of-the-art LID systems are, similarly to SR systems, based onDNNs (e. g., TDNNorResNet)
that ingest sequences of frame-level speech features as input, after some processing apply a
pooling mechanism to these features to obtain an utterance level representation, and then
finally try to classify the utterance level representations. In training, this whole chain is
trained in an E2E fashion. In testing, either the trained DNN is used directly for classifica-
tion or, the utterance level representations can be extracted and used in a simple backend
for classification, e.g., a Gaussian linear classifier.
Several trends can be identified and be expected to continue:

• The use of fine-tuning on ASR models such as Wav2Vec to extract embeddings for LID
(this also applies to SID/Emotion-ID).

• The performance of these systems is rapidly outperformingmore specificmethods e. g.,
the i-Vector approaches to LID/SID have now been mostly superseded. More recently,
reports show the same tendency for emotion detection.

• Parallel attempts are still very much being given importance – e. g., i-Vector methods
with SVMs, LSTM-DNN, attention-based and ResNet-based classifiers.

• Several similar categories e. g., SID, LID, Accent-ID, emotiondetection andother speaker-
profile type classifications fall under the same family of techniques.

• Access to corpora is generally not problematic, given the language-independent nature
of the developed algorithms.

• The performance (standard metrics such as F1 scores) correlates with the length of
utterance under test. The shorter the utterance, the more difficult the task.

• As in other sub-fields of speech processing challenges like the VoxCeleb Speaker Recog-
nition Challenge 20217 and the Short-duration Speaker Verification 2021 (SdSV)8 have
been propagated to boost the development of technologies.

• The task of SpeakerDiarisation – segmenting audio containingmultiple speakers (and/or
speaking conditions) is closely related to this field. Performance measures for diarisa-
tion include the Diarisation Error Rate (DER) and the Jaccard Error Rate (JER).

4.4 Assessment of emotions, cognitive conditions and personality traits
Due to the wide scope and different disciplines contributing to the field, no single state-of-
the-art can easily be described which would address the complete field. We can therefore
provide an overview of selected aspects only.
Evaluation typically takes place in a qualitative manner (i. e., by human-raters and inter-

rater-agreement) and with datasets, which are specific to the particular task. Efforts such
as the Computational Paralinguistics Challenge9 aim to introduce further tasks on a yearly
basis.

7 https://www.robots.ox.ac.uk/~vgg/data/voxceleb/competition2021.html
8 https://sdsvc.github.io
9 http://www.compare.openaudio.eu
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Speech Emotion Recognition

In Speech Emotion Recognition (SER), a wide range of methods have been used to extract
emotions fromsignals. Similar to other STfields, DeepLearning is rapidly becoming amethod
of choice and several E2Emodels have recently been proposed (Tang et al., 2018; Kumar et al.,
2021). However, in the SER field, unlike in ASR, despite the fact that there are SER systems
and realisations of real-time emotion recognition, these have not yet become part of our
everyday lives. To achieve this goal, SER systems require more accurately labelled data to
improve training accuracy, more powerful hardware to speed up processing, andmore pow-
erful algorithms to improve the recognition rates. In addition, further insights from fields
such as psychology or neurology may be required.
Examples of the SOTA methods applied for the detection of the emotion features to recog-

nise emotion speech include the application of two CNN and LSTM networks to learn lo-
cal and global emotion-related features from speech and log-mel spectrogram respectively
(Zhao et al., 2019). The results demonstrated that the combination of networks achieve ex-
cellent performance on the task of recognising speech emotion, outperforming traditional
approaches, such as DBN and CNN.
In another SOTA approach, a dual-level model that predicts emotions based on both MFCC

features and mel-spectrograms produced from raw audio signals was explored. In this ap-
proach, each utterance was preprocessed into MFCC features and two mel-spectrograms at
different time-frequency resolutions. A standard LSTM was applied to process the MFCC
features, while a novel LSTM architecture, denoted as Dual-Sequence LSTM (DS-LSTM), pro-
cessed the two mel-spectrograms simultaneously. The proposed model surpassed the state-
of-the-art (2019) unimodal models (Wang et al., 2020).
A different line of work, motivated by the challenges in the development of robust SER sys-

tems related to the scarcity of emotion datasets, a multi-task learning framework that uses
auxiliary tasks for which data is abundantly available was proposed by (Latif et al., 2020).
The approach explored the benefits of the use of additional data to improve the primary task
of SER for which only limited labelled data was available. Specifically, gender identifications
and speaker recognitionwere targeted as auxiliary tasks, which allowed the use of very large
datasets. To maximise the benefit of multi-task learning, Adversarial Autoencoders (AAE)
were used within the framework along with the unsupervised AAE in combination with the
supervised classification networks. The proposed semi-supervised learning helped to im-
prove the generalisation of the framework and led to improvements in SER performance,
demonstrated for categorical and dimensional emotion recognition as well as cross-corpus
scenarios.
With the growing popularity of ambient intelligence technology that uses a variety of low-

power, resource-constrained devices, the development of methods that effectively use com-
putational resources has gained the increasing interest of the research community. Among
others, these include applications in health and elderly care technologies, where interven-
tions can be triggered by the detection of emotional states. Examples of recent, SOTA ap-
proaches to SER in such settings include Haider et al. (2021). The study demonstrated that
similar or better accuracy could be achieved with subsets of features substantially smaller
than the entire feature set.
Another recent work in this line of research describes a lightweight SER model using a

CNN approach to learn the deep frequency features by using a plain rectangular filter with
a modified pooling strategy (Anvarjon et al., 2020). The proposed model outperformed the
state-of-the-art while lowering the computational costs.
Developments in IoT and edge computing have also motivated research in which the com-

pact speech recognitionnetworkwith spatio-temporal features for edge computing, EdgeRNN
was described (Yang et al., 2020). It uses CNN to process the overall spatial information,
RNN to process the temporal information and a simplified attention mechanism to enhance
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the portion of the network that contributes to the final identification. On Raspberry Pi 3B+
(notably, a small low resource computer), the method improved both, speech emotion and
keywords recognition.

Cognitive disorders, health conditions and personality traits

Detecting the cognitive states and reactions of a user is a step towards designing proactive
systems capable of adapting to the user’s needs, preferences and abilities. As other related
ST-fields, the detection of personality traits, mood disorders, signs of depression and other
medical conditions have found their application in recent years.
One of the first signs of neurodegenerative disorders is deterioration in language and

speech production. In recent years, techniques based on automatic processing of the voice
signal have been used for language and cognitive assessments. These approaches provide
the means for quantifying signal properties relevant for the detection of specific patholo-
gies. Due to the development of automatic methods facilitating the evolving control of a
wide population suffering from AD, a number of industry applications aimed at the detec-
tion of neurodegenerative disorders, developed by companies such as IBMWatson10, Cantab
– Cambridge Cognition11 or Winterlights Lab12 were introduced.
The SOTA approaches applied in the AD detection from speech include methods that com-

bine the automatically extracted acoustic markers from spontaneous speech with semantic
linguistic features. In the task focused on the detection of subjects from patients and the
healthy control group, and in distinguishing AD patients from those with mild cognitive im-
pairment, the accuracy of the presented approachwas in a range of 80-86%, and correspond-
ing F1 values between 78-86% (Gosztolya et al., 2019). The detailed presentation of the SOTA
in these and relevant subfields extends beyond the scope of this report (for the review of
the recent works focused on the detection of AD from speech, see (Pulido et al., 2020; de la
Fuente Garcia et al., 2020)).
Further SOTA works in the relevant subfields include the detection of mild-cognitive im-

pairments (Tóth et al., 2018), assessment of cognitive impairment in elderly people (Konig
et al., 2018; Schuller et al., 2021), the application of representation transfer learning from
deepE2E speech recognitionnetworks for the detection of speaker intoxication (Sertolli et al.,
2021), detection of COVID-19 from speech signal using bio-inspired based cepstral features
(Dash et al., 2021), mood disorders (Huang et al., 2019), signs of depression (Toto et al., 2021)
and the detection of personality traits from speech (Guidi et al., 2019; Lee et al., 2021).

4.5 Text to Speech
General introduction

Neural networks have greatly impacted the speech synthesis field by improving the quality
and naturalness of synthetic voices with respect to the traditional systems. Another contri-
bution made by neural networks is the possibility of training and designing the systems in
an E2E fashion. While traditional multi-stage pipelines are complex and require extensive
domain expertise, E2E systems reduce the complexity by extracting the audio directly from
the input text without requiring separated models. Although E2E TTS systems have shown
excellent results in terms of audio quality and naturalness, there are still some issues to be
faced. On the one hand, these systems usually suffer from low training efficiency, requiring
a large set of audio recordings together with the corresponding text to train properly. On
10 https://www.ibm.com/blogs/research/2020/10/ai-predict-alzheimers/, accessed 17.1.2022
11 https://www.cambridgecognition.com/news/entry/speech-recognition-to-improve-clinical-trial-efficiency,

accessed 17.1.2022
12 https://www.veritone.com/press-releases/voice-analysis-detects-alzheimers-disease/, accessed 17.1.2022
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the other hand, synthesised speech is usually not robust, due to alignment failures between
input text and speech during the generation.

SOTA of the current methods and algorithms

Lately, the most favoured approach to speech synthesis systems is to substitute the whole
chain in the TTS system with DNNs (Ning et al., 2019). Deep Voice (Arık et al., 2017) was the
first systemwhere all the steps in the TTS process were implemented bymeans of DNNs. The
quality of the generated voices was inferior to that obtained with WaveNet (van den Oord
et al., 2016), so several improvements were proposed, such as Deep Voice 2 (Gibiansky et al.,
2017) and 3 (Ping et al., 2018b), whereWaveNet could be used as a neural vocoder to analyse
and synthesise the acoustic signal. Another approach that can be considered more E2E is
Char2Wav (Sotelo et al., 2017), although it still concatenates two modules: the first predict
acoustic parameters from text and the second, a neural vocoder, generates a waveform from
these parameters. Full E2E architectures have also been proposed, including Tacotron (Wang
et al., 2017), Tacotron2 (Shen et al., 2018), FastSpeech (Ren et al., 2019a), FastSpeech 2 (Ren
et al., 2020) and ClariNet (Ping et al., 2018a). These systems are able to produce spectrograms
from text, applying an encoder-decoder architecture that produces a latent representation
of the input text (or phonetic transcription) that is subsequently transformed via convolu-
tional neural networks associated with attention mechanisms into spectrograms, which are
then converted into speech using the Griffin-Lim algorithm (Griffin and Lim, 1984), WaveNet
or other neural vocoders such as WaveGlow (Prenger et al., 2019), WaveRNN (Kalchbren-
ner et al., 2018) and MelGAN (Kumar et al., 2019). The systems provide outstanding results
in terms of the quality of the generated voices but require large amounts of high-quality
recordings to be trained properly. Currently, efforts are being made to deploy these systems
for low-resource languages by improving data efficiency (Chung et al., 2019), applying trans-
fer learning (Chen et al., 2019) or training multilingual models (Zhang et al., 2019c). Other
areas of intense research activity are style transfer (Zhang et al., 2019a; Li et al., 2021), new
efficient neural vocoders (chun Hsu and yi Lee, 2020; Paul et al., 2020; Jang et al., 2021) and
speaker adaptation with a reduced amount of data (Xin et al., 2021; Maniati et al., 2021).
Regarding expressive speech synthesis, Global Style Tokens (Wang et al., 2018) can be

named as one of the most common approaches. It consists of a reference encoder, which
encodes the reference speech Mel-spectrogram, and a style token layer, which learns differ-
ent prosodic aspects in a set of trainable embeddings. The reference embedding is compared
with each style token with the help of a sequence-to-sequence multi-head attention module,
forming a weighted sum of the style tokens called style embedding. The style embedding is
then concatenated to the text encoder output, thus conditioning theMel-spectrogram synthe-
sis on both text and encoded prosody of the speech. Other methods include Flowtron (Valle
et al., 2020b), which uses a generative flow-based model for learning invertible transforma-
tions from data to a controlled latent space that can be sampled during inference to achieve
the desired prosody. Mellotron (Valle et al., 2020a), Fastspeech 2 (Ren et al., 2020), and Ctrl-
P (Mohan et al., 2021) control prosody by concatenating the text encoder output with more
traditional acoustic features, such as F0 contour or energy.

Data use vs. other resources

Developing high-quality synthetic voiceswith DNNbased techniques requires large amounts
of good quality recordings from one single speaker. This requirement is often difficult to ful-
fil, especially for minority languages and dialectal speech. The generation of new synthetic
voices is also hindered by this extensive data requirement. Efforts are being made to share
data among languages and speakers in order to train the common aspects more robustly.
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Multi-speaker and multi-language modelling is a usual strategy in DNN based TTS synthesis
to achieve improved voice qualitywith a reduced amount of data froma single speaker (Yang
et al., 2021; Casanova et al., 2021; Shang et al., 2021). The quality of these voices however is
not yet comparable to the one obtained with large databases.

Accuracies, measures used, human vs. auto evaluation

The most popular measure of quality in TTS is the Mean Opinion Score (MOS) where people
express their opinion about several aspects of the synthetic utterances on a 1 to 5 scale (Gold-
stein, 1995; Rec, 2006). Considerable time and effort must be devoted to the development of
this subjective evaluation, as a large number of individuals is needed to reliably rate the TTS
systems. Although MOS tests are still the most frequently used option to assess TTS, they
have been criticised as they offer only a general measure of the overall quality and may not
be suitable for evaluating long synthetic speech passages (Clark et al., 2019b; Wagner et al.,
2019). Moreover, they are often produced using too few evaluators to be reliable (Wester
et al., 2015). Other TTS performance measures focus on intelligibility. The main strategy for
evaluating this aspect is to ask people to transcribe semantically unpredictable sentences and
measure the WER of the transcriptions (Benoît et al., 1996). As this evaluation also calls for
the participation of human evaluators and this is a time-consuming process, ASR is increas-
ingly being used to evaluate intelligibility Taylor and Richmond (2021). New dimensions to
be evaluated are also arising such as measuring listening effort while listening to a synthetic
speech by means of pupilometry (Simantiraki et al., 2018) and electroencephalography and
measuring cognitive load related to the process of listening to this kind of speech (Govender
and King, 2018).
(Botinhao and King, 2021) propose a method for automatic error detection and analysis

based on the attention alignment between the encoder and decoder. The attention alignment
for a correctly synthesised speech should be uninterrupted and monotonic. Any deviations
or artefacts in the alignment can indicate that the model failed to correctly synthesise the
audio.

5 Speech Technologies: Main Gaps

5.1 Background and overview of the main challenges
While speech technologies have found their way into a series of application fields, several
important issues have not been addressed thoroughly and remain active areas of research.
In the following, we overview themain gaps in ST and present them in awider context of the
global and regional business activities, requirements related to the availability of qualified
personnel, privacy and trust concerns, as well as technical and end-user perspectives.

Effects of scale

Beyond the progress made within academic institutions, such as the University of Toronto,
the University of Cambridge, Johns Hopkins, RWTH and many more, much of the advances
made during the past decade has been driven by the research labs of companies such as
Google, Facebook, Apple, Amazon, and their Chinese counterparts. Understandably, the
driving factors behind the activities of these companies is to generate business – and not
to perform fundamental research. Hence, advances are motivated by a commercial per-
spective and thus some of them are not shared as they provide market advantages over the
competition.
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The shift of actors coincides with the rise of massive progress in ML, based on access to
huge, and previously unthinkable, amounts of data and processing power. It is no surprise
that the companies with the largest pools of data and the most extensive infrastructure are
now the leading actors in their respective fields, leaving only niche markets and domains
to smaller, but highly specialised players. These niches, of course, may also provide ample
opportunities for success if targeted properly.
As outlined above, a trend towards increasingly complex E2E systems can be observed for

all sectors of ST. Due to the extreme demand on resources such as data, computing power,
energy, infrastructure, the generic construction of such models is in many cases limited to a
handful of actors. The activities to make pre-trained models available for transfer learning
and fine-tuning settings and thus to allow others to also participate from major advances
are certainly beneficial. However, the extent of this transfer and the level of control in the
hands of a few institutions poses a serious risk to other actors, to the market and potentially
even to innovation in the ASR sector as a whole. Moreover, commercial interest may prompt
institutions to notmake their best-performingmodels available but rather onlymore limited,
smaller versions of these models.
Further issues relate to the interest and capabilities of European entities vis-a-vis to ded-

icate the resources required for developing state-of-the-art ST systems. When compared to
the resources allocated by the GAFA and their Chinese counterparts, (for example Google
allegedly has more than 250 people working on ASR alone, training models on more than
125.000h of speech, with resultant model-sizes of up to 87GB) the resources available to Eu-
ropean companies and institutions are very limited. A similar situation exists on the hard-
ware side: companies like NVIDIA dominate the GPUmarket, and team up with Microsoft to
train the largest language models, while there is no realistic European counterpart insight.
Lacking the necessary funding environment (venture capital as well as mindset) a Euro-

pean strategy cannot compete on the same terms but rather has to investigate and follow
innovative paths that require fewer resources. This may also be promising with regard to
sustainability goals.

Trained personnel and expertise

A further gap, concerning all areas of speech processing, can be identified in the scarcity
of trained personnel and expertise as well as the risk of losing emerging talent to innova-
tive power-players outside of Europe (with possibilities and salaries which can generally not
be matched by European players). Even in light of the democratisation of technology and
auto-ML, allowing a much broader audience to create models and deploy these for use, re-
spective educational programs in speech (and NLP) technologies form the foundation for
future European success in these areas and may hinder it if not appropriately established
and strengthened.

Privacy and trust

Data leaks and scandals in recent years have spurred the interest on part of individuals as
well as of policy-makers. Concerns have arisen regarding trust, privacy, intrusion, eaves-
dropping, or the hidden collection and use of data. These concerns have been recognised by
many actors but are only addressed to a limited amount (clearly so, as long as they counter-
act commercial interests). Furtherwork and investigation into these topicsmay be beneficial
commercially, academically as well as for policy-making. In addition, processing for ST in
commercial contexts often relies on cloud-based infrastructures with few (if any) guaran-
tees regarding how data stored in the cloud is eventually used or will be used in the future
by service providers.
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Technical perspectives

On a technical level, the focus in the ASR subfield on rather constrained conditions has left
gaps in more diverse settings such as: distant speech recognition instead of single micro-
phones; noisy environments; accented speech, non-native speech, dialectal speech and soci-
olinguistic factors affecting speech; spontaneous, unplanned speech; emotional speech (in-
cluding speech during stressful or dangerous situations) and connected aspects concerning
sentiments expressed (empathy); the integration of speech technologies into collaborative
environments, multiple, simultaneous speakers engaged in discussions; as well as the inte-
gration of paralinguistic aspects and technologies addressing them. All of these issues war-
rant future attention and research.
Modern TTS systems can produce high-quality speech provided they are trained with a

sufficient amount of good quality data. However, they are usually prepared to synthesise
isolated sentences as they are built using only this kind of recordings. Therefore, when trying
to synthesise paragraphs, speech for dialogue or audiobooks, the generated speech is much
less expressive and natural (Cambre et al., 2020). This issue limits the practical application
of E2E TTS systems and their adoption by the public.
While most research focuses on a single user’s interactions, speech technologies embod-

ied in virtual assistants are becoming increasingly popular in social spaces. This highlights
a gap in our understanding of the opportunities and constraints unique to multiple user sce-
narios. These include detecting if users address the system or other participants, speaker
diarization (see Park et al. (2022) for a review of recent advances in speaker diarization with
deep learning methods), understanding aspects of social dynamics, and finding interaction
barriers are some of the factors that restrict the usefulness of voice interfaces in group set-
tings. The connection to the field of digital humanities and computational social sciences is
not yet firmly established but it could be beneficial to set up collaborative links with a range
of disciplines and domains working with spoken data in the domain of social sciences and
humanities (SSH). In particular, the insights and requirements stemming from the needs for
transcription workflows and audio mining tools of communities producing and (re)using
oral history data and interview recordings may help identify gaps in language resources for
model training and domain adaptation (Draxler et al., 2020). Integration with methodology
for the automated annotation of spoken interview data with paralinguistic features is gain-
ing attention (see Akbari et al. (2021) for the role of silence), and can widen the basis for
use cases in multidisciplinary setting, including the study of mental health conditions and
therapeutic interventions (Catala et al., 2020). It could be beneficial to identify any unbal-
ance in language-specific support for the recognition, annotation and retrieval of the types
of structured conversational speech that are used in interview settings, both in SSH and be-
yond. Expertise from the humanities can also provide relevant insights for addressing the
challenges in the digital archiving of interview data (F Pessanha and Salah, 2022).
The increase inmodelling power and performance achieved over the last years also comes

with some drawbacks and challenges. These include a need for even more data of aligned
text/audio pairs, respectively a lack of interest and work on the creation of new paradigms
using fewer data. Current approaches include shallow and deep fusion, but the question of
how to optimally combine LMs and DNN structures has still not been addressed comprehen-
sively. Models requiring the complete input sequence for processing do not match well with
requirements to perform causal processing. Several attempts to enable causal processing
are being explored, among them the use of neural transducers running processing at regu-
lar intervals. The extent of context may also incur additional processing costs which need to
be balanced and mitigated.
Models are not transparent and thus hard to interpret. This is partly due to the fact that

previously individual components have been combined into single models. The complex
process of hyper-parameter tuning is often too resource-intensive and thus has not been
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addressed in many instances. Elements of input/output like byte-pair-encodings (BPE) have
been suggested but these contradict the idea of genuine E2E processing as this decision is
taken beforehand and outside of the model itself.
Integration of several components into one model prompts the question of whether fur-

ther downstream technologies, relying on ASR output to perform various NLP tasks will also
become part of such integrated models. The combination in turn raises questions about the
interpretability and transparency of such black box systems aswell as concerning themodal-
ities for the integration of further knowledge sources.

End-users perspective

Overall, speech technologies have made a leap in getting adopted in many commercial set-
tings, with easy accessibility of technologies and powerful models for commercially attrac-
tive languages. Especially the proliferation of intelligent Voice Assistants (VAs) has made
speech a common mode of interaction for a wide range of users. While providing several
useful features, issues limiting the further adoption and widespread use of speech technolo-
gies have been identified. Concerning the users’ perspective, among others, these include
problems in accurately recognising accented speech (Cowan et al., 2017), a lack of trust in
VAs to executemore complex or socially sensitive tasks (Porcheron et al., 2018), and concerns
related to privacy as well as (clandestine) data collection and its use (Clark et al., 2019a; Am-
mari et al., 2019). This issue is further exacerbated by the fact that systems often operate “in
the cloud” rather than on-premise.
Many VAs may now be utilised in languages other than English, but coverage and sup-

ported functionality vary greatly. The gaps in the support of different languages create bar-
riers for users whose primary language is not fully supported, or supported only to a limited
extent, forcing them to communicate in a non-native language or risk being excluded from
using the ever more popular systems and services based on speech technologies. Thereby,
non-native users are pushed to develop different strategies andmodes of interaction, includ-
ing a reduced level of language production in interaction and more frequent use of visual
feedback (Wu et al., 2020).

5.2 Data: alignment, labelling, anonymisation, diversity
As outlined above, the main challenge/gap related to data concerns its availability – of ade-
quate datasets for low-resource languages, of an appropriate amount and quality. Various
efforts aim to mitigate this fact by focusing on transfer learning and fine-tuning of models.
However, whereas this approach is certainly beneficial, it generally does not yield models
of equal performance (as for languages exhibiting large amounts of training data). For a
few, commercially highly interesting languages, an abundance of training data (corporawith
aligned audio and transcripts) is available. However, for many (the majority) of languages,
this is not the case and only corporawhich areminuscule in comparison to English are avail-
able. Not only does this lack of aligned datamean that the resulting performance of STwill be
substantially worse than for English, it effectively excludes certain approaches from being
applied – as these depend exactly on the availability of large amounts of training data.
With regard to the textual contents required (e. g., for LM training), the situation is more

balanced. However, certain languages and dialects do not have one defined way of spelling
nor adequate amounts of textual data due to low levels of general digitalisation. In addi-
tion, certain markets are dominated by individual players with control over the resources
required by potential competitors to build models. This strategy to protect one’s ownmarket
further hinders progress and development for specific regions and languages. As a conse-
quence and due to the high cost of voice data collection and labelling, current voice interac-
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tion technologies have a strong bias in favour of languages with a wider user base (such as
English), thus potentially excluding many users.
Compared to ASR, obtaining training data for speaker recognition and language identifica-

tion display different challenges. In the case of SID and LID, the situation is more favourable
since the only annotation needed is the identity of the speaker or language. On the other
hand, in the case of SID this annotation cannot be created by simply listening to the utter-
ance because humans are not good enough to recognise speakers by their voice. Further, it is
crucial that the training data for SID and LID containmany recordings of the same speaker or
of the same language, whereas for ASR training data it is preferable to have as many (differ-
ent) speakers as possible. While there has beenmuch progress in collecting data from videos
on the internet, progress on telephony data is still limited by lack of data, in particular for
less common languages.
Activities and literature regarding the detection of emotions from audio in less-resourced

language are very limited. For example, neither datasets nor well-recognised research on
the topic exists for the Latvian language.
Although there are some public databases available to train DNN based TTS systems, these

are in general only useful for building monolingual neutral voices in a reduced number of
major languages (Park and Mulc, 2019; Zen et al., 2019). The availability of open data free
of restrictions such as copyright and limitations due to GDPR regulations in the remaining
major languages and allminority languageswould allow the development of TTS systems for
these languages too. In addition, databases with more expressive and spontaneous record-
ings are needed to be able to build TTS systems suitable for more emotion-demanding appli-
cations like audiobook reading, movie dubbing and human-computer interaction that aims
to be similar to interactions between humans. Moreover, the vast majority of datasets corre-
spond to adult voices and there is a lack of data to generate child and elderly voices. Taking
into account that the voice is an important component of our identity, more diverse datasets
are needed in order to generate personalised voices that can suit any user.
The diversity of contexts and speakers represented by popular ASR benchmarks like Lib-

rispeech (Panayotov et al., 2015; Garnerin et al., 2021) (read speech), and Switchboard (God-
frey et al., 1992) (spontaneous speech) is limited. Recent works attempt to address this prob-
lem by introducing benchmarks that mimic real-world settings, with the goal of detecting
model biases and flaws (Riviere et al., 2021). The results obtained on this set show that
while contemporary models do not appear to have a gender bias, they often reveal signif-
icant performance differences by accent, and much greater differences depending on the
socio-economic background of the speakers. When tested on conversational speech, all mod-
els exhibit a significant performance drop, and even a language model trained on a dataset
as large as Common Crawl does not appear to have a significant positive effect, highlighting
the importance of developing conversational language models. Other recent works in this
area discuss the next generation of ASR benchmarks and frameworks designed to describe
interactions between linguistic variation and ASR performance metrics (Aksënova et al.,
2021). Among others, Apple and Google utilise distributed and anonymised learning e. g.,
privacy-oriented federated learning. For example, in the methodology applied by Google,
voice queries are kept for a limited period of time for continuous semi-supervised learning.
An assistant query like ’What is the tallest building in the world?’ returns a reply and links
to a Wiki article. If a user clicks on the article, it is an indication that the question was un-
derstood correctly. A re-query means that the ASR system was wrong. These soft labels are
used for further training, spanning more voices/accents and a wider array of contexts.
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5.3 Accuracy: reaching usable thresholds for applications
The single most frequently mentioned hindering factor for the broad adoption of speech
technology is one that has been mentioned for the past 40 years: accuracy. The perceived
accuracy and its exact meaning have changed dramatically – from individual words being
mis-recognised to intentions that are not correctly interpreted in complex situations, with
accuracy reaching well beyond the actual accuracy of ASR only, regarding it in a more com-
prehensive and embedded manner. Whereas WER as an evaluation measure has had its
merits to measure progress in ASR (and still does so), more comprehensive approaches to
measuring the impact of ASR performance on downstream tasks and actual deployments
may require novel approaches. WER alone clearly does not provide the full picture when it
comes to the perceived performance and usability of complete systems comprising several
kinds of speech and language technologies.
WER still provides the standard measure for the evaluation of ASR systems. However, as

noted above, it falls short of capturing certain qualitative aspects of language. Depending
on the task and use of downstream technology, WERs may not have to be extremely low and
still allow the application of ASR within a particular field (it does not have to be perfect to
make perfect sense). Performing evaluations also beyond pure WERs may then be helpful in
such instances.
Current applications of speech processing, especially including smart-home systems that

make use of speech interfaces, are heavily biased towards major speech-technology enabled
languages e. g., English, Mandarin. Inferior performance may render them less usable and
less popular in Europe.
One issue that affects current TTS systems is the lack of robustness in the synthesised

speech: some input sentences may lead to skipping or repeating words or to babbling, es-
pecially when the kind of sentences seen in the training is very different from the ones syn-
thesised (He et al., 2019). This problem mostly occurs in attention-based systems, where the
output frames are related to specific parts of the input sentence by means of an attention
mechanism relating and aligning text and voice (Zhu et al., 2019; Ren et al., 2019b). In order
to address this problem, different approaches have been taken, some of them focused on de-
signingmore robust attentionmechanisms (He et al., 2019; Battenberg et al., 2020), others in-
cluding alignment information at the input of the system  Zhu et al. (2019). Some researchers
have proposed to substitute the attention mechanism with networks that can predict the es-
timated duration of the input phonemes (Shen et al., 2020; Yu et al., 2020). However, the
problem has not been solved completely yet and keeps hindering the practical application
of TTS systems in many instances.
Speaker recognition technologies have already reached acceptable performance for many

applications. In many situations, it may be acceptable if the system does not take any de-
cision immediately when it is not confident enough. Such situations can then be treated
accordingly in an application. For example, in dialogue systems, one could wait for the de-
cision until more speech is available. However, this does not mean that there is no need or
opportunity for further research. All applications of speaker recognitionwould benefit from
better performance of the core system as well as better robustness to acoustic conditions, ut-
terance duration and other variables that occur in speech data.
Likewise, regarding the expressiveness of TTS systems, ample room for improvement re-

mains. Modelling prosody with the help of learned latent embeddings, such as Global Style
Tokens, allows synthesising speech in a particular emotional style, which can be difficult to
define by explicit acoustic features, such as F0, duration, and energy. However, these embed-
dings are often ineffective, entangled, and difficult to interpret. Efforts are made to improve
embedding robustness and efficiency, for example, (Dai et al., 2021) propose adding a style
embedding down-sampling and up-sampling layer, in order to reduce overfitting towards
training data and force the model to focus on more general prosody features.

WP2: European Language Equality – The Future Situation in 2030 24



D2.14: Technology Deep Dive – Speech Technologies

5.4 Dialectal speech and multilingual training
Most TTS systems produce speech in the main variety of languages. To date, little attention
has been devoted to synthesising dialectal speech with the latest technology. Attempts to
multilingual TTS have beenmade, usingmultilingual speakers if available (Maiti et al., 2020)
and more commonly using monolingual datasets recorded by different speakers and then
applying voice conversion to generate synthetic signals in several languages with the same
voice (Zhang et al., 2019b; Nachmani and Wolf, 2019). The quality of the voices generated
with these techniques is still worse than the one obtained using monolingual databases. To
be truly multilingual the TTS system should also be able to cope with code switched text and
although some efforts have beenmade in this regard (Cao et al., 2019; Zhou et al., 2020), there
is still room for improvement.
Contrary to other ST such as ASR, a speaker recognition system can be used in languages

different from the one that it was originally trained for. The performance of the system
may however deteriorate in this case. Some progress has been made to make systems more
language-independent for example by multilingual training or by adversarial adaptation.
However, the effectiveness of this is not well understood for languages that are too different
from the languages used in training.

5.5 Explainability and transparency for critical methods and
technologies

While in the last decade ST research hasmademuch progress in terms of performance of the
systems as well as in applications of the technologies, progress in terms of understanding of
the used architectures (why some architectures work better than others etc.) as well as the
nature of the data and task (for example to understand to what extent it is possible to obtain
domain invariant representations) has beenmuchmore limited. This is partly due to the fact
that the neural networks used in modern systems are harder to understand than the gener-
ative models (GMMs, i-vectors, etc.) of the previous generation speaker recognition systems.
But partly it is also due to a lack of interest from the industry and funding agencies to support
that type of research. Students are also generally inclined to work on topics that mainly aim
at improving performance since this increases their chances of obtaining a well-paid job in
the industry after graduation. Historically, a good understanding of the methods has been
crucial for technological breakthroughs though, e. g., for the transition into subspace-based
methods for SR such as JFA (Joint Factor Analysis) and i-vectors. It is possible that a more
trial and error based research methodology which is currently popular is indeed the most
effective for the very complex models that are currently state of the art.
Technology adopters and end-users prompting for more insight into the capabilities of

systems and the generation of results – potentially wanting to intervene in this process or
influence it – may warrant further research. e. g., for ASR, this may concern the inventory of
recognisable units, for LID the inventory of languages and language varieties which can be
processed. In all cases, insights into how a particular result was reached may be beneficial
for explanatory purposes.

6 Speech Technologies: Contribution to Digital Language
Equality and Impact on Society

Purely technological systems alone do not exist – they are always embedded in a social con-
text and should thus always rather be viewed as socio-technical systems. The applications
of ST have diverse and multifaceted impacts on several key aspects for societies. Improved
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technologies reaching performance levels resembling those of humansmay inmany aspects
lead to a humanisation of technology, ascribing human attributes to system behaviour. Pat-
terns of human-to-human interactionmay be applied to human-machine interaction leading
to heightened expectations and subsequent disillusion.

6.1 Digital language inequalities
Theunbalanced availability andquality of ST resources, (e. g., data-sets, annotations,models)
strongly impact the performance of ST for different groups of languages. This lack of parity
in ST resources for different languages translates directly to digital language inequalities.
For languages supported to a (much) lesser extent, performance and accuracy are typically
significantly lower compared to resource-rich languages. In extreme cases, selected func-
tionalities and/or support for minor languages may not be available at all. In addition to the
support of a language per se, language varieties, dialects or accents may not be supported or
only supported on very limited levels. ST are thus not accessible nor available to everyone on
an equal level, i. e., functions, performance, robustness may be dramatically different from
case to case.
While new advances in ST contribute to the reduction of this division between resource-

rich and resource-poor languages, the lack of commercial interest in the long tail of small
languages13 translates to a significantly slower pace of ST improvements and commercial
adoption for the latter group of languages. For native speakers of these languages, these
imbalances lead to wider usage of the better-supported, major languages, such as English,
French, German or Spanish.
Motivating speakers to use these major languages more frequently creates a new set of

challenges related to handling accented and non-native speech. Compared to the level of
service and the support provided for native speakers, this results in lower performance,
weakened experience and reduced usability for this group of speakers, rendering ST less
useful or even useless in the extreme case. For TTS, the limited performance may translate
into synthesised speech which is not perceived as natural nor pleasant and consequently
leads to lower acceptance and adoption.
In the longer term, children who are more exposed and flexible in terms of adoption of

new technologies may end up speaking more of a foreign language or a mix of their native
language(s) and amajor language, causing issues of social frictionwith parents and relatives
who may not possess the same command of that language or who may not be able to under-
stand it at all. Generational issuesmay further arise by the fact that adults may be somewhat
limited in their willingness, openness or capabilities to adopt new technologies, including ST,
whereas younger generations may be much more flexible to the adoption and exploration
of new types of voice-based interaction.
When it comes to peers, the widespread adoption of ST, including voice assistants may

also influence how users might communicate with and address each other – potentially this
may result in communication stylesmore similar to issuing commands to devices and smart-
speakers at home.
Further, (children’s) personification of voice assistants and smart devices may become a

double-edged sword: it assists parents in encouraging young children to use the devices for
knowledge seeking and learning, but it can also frustrate them as children can develop an at-
tachment to the devices and come to rely on the technology to an extent that communication
with parents and peers is reduced dramatically (Garg and Sengupta, 2020).
This raises the following questions:
• Will the commercially important languages stay ahead of themajority of languages also
in the long run?

13 Languages spoken by a relatively small number of speakers
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• What effect will this have on speakers of such smaller (less frequently spoken) lan-
guages?

• Will a lack of commercial interest in such “small languages”, also translate to a lack of
improvements and innovation in these languages?

• Will the imbalance between language support motivate speakers to use English (or an-
other large language) more often as this might provide a better experience instead(but
at the cost of non-native language use)?

• Will the digital footprint of minor languages be reduced to a minimum and eventually
be marginalised?

6.2 Biases, fairness and ethical issues
The development, application and adoption of ST are also connected to a range of issues
relating to fairness, biases, ethical and legal aspects that have to be accounted for and to be
properly addressed to support adoption.
As technologies are entering the homes and offices of users on a broad scale, an enhanced

level of attention to privacy concerns, ethics and policy is essential. Policymakers, policy
watchdogs, the media and consumers alike need to assume the role of gatekeepers to the
introduction of ST into many corners of society. Trust is viewed as the main currency and
key to the adoption and acceptance of technologies as well as to the perception of market
participants and their role in this process. Scandals and opaque behaviour on part of ST
providers may have detrimental effects.
Voice assistants frequently utilise female voices. Some of themoffer the possibility of using

male voices, but the default voice is usually female. This fact has been extensively criticised
as it can contribute to the outdated view of women as the gender that must help and take
care of others. Moreover, nowadays the generation of gender-neutral voices is gaining im-
portance, as many people do not identify themselves with the classic binary genders. More
effort is needed in the development of modern TTS systems to include gender-sensitive prac-
tices and options for adaptation.
Similar to gender-related biases, race-related biases may be present in many kinds of ST

models. Due to the fact that models depend on the amount and composition of training data,
ethical aspects of language and language use present in these data may also be present in
the resulting models. Systems capable of self-learning may adapt into directions completely
unplanned and undesired by the developers or be gamed (attacked) by users into doing so14.
Due to these inherent conditions, systems may subsequently perform at different levels of
accuracy for particular sections of the population. Furthermore, disabilities related to lan-
guage production may not be accounted for and exclude sections of the population from
using ST systems at all.
Speaker recognition systems are usually less accurate for female voices than for males.

This is not because women are underrepresented in the training data but more likely due
to the properties of female and male voices. Various ethnic groups may however be under-
represented in the training data and thus less accurately recognised. It should also be noted
that being in the group for which the system performsworse can be either an advantage or a
disadvantage depending on the application and the type of error the system tends to commit

14 After Microsoft’s release of its chatbot Tay in 2016, the chatbot began to post racist, sexually-charged, inflam-
matory and offensive tweets prompting Microsoft to shut down the service again within 16 hours of its launch
(https://en.wikipedia.org/wiki/Tay_(bot)). Allegedly this behaviour was provoked by users gaming the service.
This episode also prompt questions about proper evaluation and testing of such (self-learning) services before
releasing them on a large scale.
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more often (false positives or false negatives). Another ethical concern pertaining to SR are
possible privacy breaches through mass surveillance of phone calls.
Current DNN based TTS systems have reached a quality level and a degree of similarity

with the voice of real people that could be used to generate deepfake voices. Many of the
possible applications of high-quality voices indistinguishable from those of humans are posi-
tive and peoplewith speech disorders, visual impairment and other disabilities could greatly
benefit from them. However, speech deepfakes could also be used as a tool for illegal activi-
ties such as committing fraud or discrediting people. New regulations and the development
of ad-hoc legislation is critical tomitigating this pernicious effect of the TTS technology. Some
new tools able to detect speech deepfakes must be produced, and anti-spoofing techniques
that discriminate synthesised from natural speech must be developed in close collaboration
with teams working in TTS.

6.3 Users with special needs
While state-of-the-art ASR systems achieve great accuracy on typical speech, they perform
poorly on disordered speech and other atypical speech patterns. Personalisation of ASRmod-
els, a commonly applied solution to this problem, is usually performed on servers. That in
turn poses problems related to data privacy, delayed model-update cycles, and communi-
cation cost for copying data and models between servers and mobile devices. While on-
device personalisation of ASR recently showed promising, preliminary results in a home
automation domain for users with disordered speech (Tomanek et al., 2021), more research
is required to further increase the ASR performance for these groups of users and provide
support for open conversations with longer phrases.
TTS technologies have a wide range of applications, some of them of great social impact.

TTS is considered assistive technology and as such, it may contribute to the integration of
people with visual impairments and learning disabilities like dyslexia. By developing robust
systems capable of reading any text from any source including books, websites and social
media, these people would be able to enjoy the same advantages as any person without a
disability. It also facilitates equal access to education for people with visual and learning
disabilities as well as for foreigners who may struggle with the language. This technology
may help these students use computers in the classroom as the rest of their fellow students.
In addition, it can contribute to the integration of immigrants bymaking it easier the learning
of the local language as TTS allows listening to words and sentences when reading them.
In this same line of applications, TTS can help people with literacy issues and pre-literate
children learn to speak for the first time accessing any content presented in written form.
Finally, TTS may prove helpful in times of ageing populations with degrading eyesight.
Another contribution of TTS to society relates to orally impaired people. Voice is an essen-

tial component of our identity that we usually take for granted. However, losing it can affect
how others perceive us as well as our own sense of whowe are. We communicate with other
people mainly through our voices that help us make social connections. TTS technology is
able to provide a voice for those who have lost their own. Synthetic voices can be person-
alised so they suit the characteristics desired by each user, by applying speaker adaptation
techniques. Even generating synthetic voices that can reproduce the sound of the voice the
person had before they lost it is possible, provided recordings are available. This way indi-
viduals can speak with synthetic voices that match their personality and character instead
of using the standard voices provided by default by companies.
In another vein, ST can make our lives easier as it allows us to receive information while

our eyes are engaged in other activities than reading. Thanks to this technology, we can
access information on the go by means of sound or when we are involved in physical inter-
action, e. g., work, sports. Integrated with virtual assistants, TTS systems are able to provide
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support to elderly people, assisting them with reminders of appointments and medication
needs, providing them access to online information and improving both their ability to live
by themselves and strengthen their autonomy. Eventually, this technology can also benefit
any individual living alone by allowing them to have conversations and being a kind of social
companion, helping to reduce loneliness.

Inclusion

Voice technologies and subsequent automation andmultiplication of services could be bene-
ficial for underrepresentedminorities from an inclusion perspective. Parts of the population
may not have access to smart devices or not be media-literate (see below). Technologies may
not exist for particular languages or dialects or not function at the same level of performance.
Language conveyed by means other than audio – sign languages – may be at a disadvantage
and technically require different processing channels (visual processing). For speech output,
powerful TTS technology ready to be used in many languages (any language) and equipped
with efficient interfaces is imperative to achieve an inclusive society where everybody has
equal access to information, education and communication.
In all of the above cases, situations may benefit from advances in ST and NLP technologies

(such as mechanisms not requiring huge amounts of annotated training data) but equally,
need to be considered on the policy and societal level.

Media-literacy
As human-computer interaction is being facilitated by the use of voice, a vast portion of
online searches is already being performed via voice. The omnipresence of hand-held de-
vices and smartphones paired with the presence of the Internet as part of daily routines
has created an “information at your fingertips” world, where information is a mere search
(type/click) or voice-command away. Will the increased use of voice technologies, in partic-
ular for search, accelerate this “don’t need to know because I can query (typically google) it”
attitude? Is the information so obtained reliable and can it be trusted? (because a presum-
ably near-perfect technology produces it). And what effect will this have on media literacy
in the mid- and long-term? A close watch needs to be kept on such effects on media literacy
and more research directed towards these phenomena.

Politics and Democracy
It has been pointed out that language strongly influences the manner we think and argue
about political issues and topics. Language causes mental frames to be activated and form
our portfolio of ideas (Wehling, 2018). Politicians and influencers have long discovered these
mechanisms and are applying them actively on a daily basis to push their respective agen-
das. Having this central and immediate effect on cognitive mechanisms, linguistic plurality
also forms the basis of cognitive plurality and as such plays a fundamental role in secur-
ing diverse and democratic values. Limitation to a few individual languages – such as may
happen due to limited digital support for certain languages – impoverishes and reduces this
variety, the flexibility and spectrum for expression of thoughts and (political) ideas.

Regional differences
Speech technologies will probably exhibit the highest impact in the APAC region. This is
largely due to population- and economic growth as well as the fact that character-based
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scripts and keyboards are not an optimal combination for interaction. In addition, the pen-
etration of smart devices is expected to increase even further in this region. On the other
end of the growth spectrum, Africa can be identified, as the region with the lowest impact of
ST. Will such developments broaden the digital divide even more? The design of ST typically
reflects the social and economic background of the experts behind their creation and design.
Potentially, this may result in a large gap between intended usability and actual adoption in
the field concerning certain regions (e. g., parts of Africa and Asia).

6.4 Businesses and effects of scale
Speech technologies have a significant impact in the wider context of economical and busi-
ness activities. Among others, these include the differences in the legal and financial frame-
works in which the global technology companies operate, and to which they can flexibly ad-
just depending on themost suitable set of conditions offered in the different countries. These
favours or even enable specific types of activities related to data collection, its processing and
use, that can either be more difficult, cost-intense or not possible at all in the other regions.
In this scope, the far-reaching consequences of the regional difference in the development of
competitive business environments cannot be overlooked as they significantly impact soci-
ety at large. By influencing the pace of economical, technological and societal development
they create opportunities, effects of scale and influence the decisions of the individuals and
enterprises about the regions in which they engage, invest and operate.
Bearing in mind the Matthew Effect (Rigney, 2010) the question remains if the current

dominance of a handful of super-actors will increase even further in the future. And if so, if
a certain kind of monopoly of speech technologies will ensue.
A further economical aspect concerns the impact of ST on automation and as a conse-

quence on the job market as a whole. As technologies such as chatbots are being adopted in
pursuit of efficiency, they also perform an increasing number of tasks previously reserved
for humans. ST and AI thus blur the boundary between humans and technology leading to
shifts in jobs and entire industries. Clearly, a message of cooperation and support rather
than of rivalry and replacement needs to be communicated and acted upon.

6.5 Energy consumption and sustainability
The growing energy consumption required for the ever-expanding amount of data being
processed and the tendency towards continuously more complex ST models has become ev-
ident since the race for the largest models has been going on. A trend towards increasingly
complex E2E systems canbe observed inmany areas of AI, NLP and ST. Due to the extremede-
mand on resources (data, computing power, energy, infrastructure) the generic construction
of suchmodels, inmany cases is now limited to a few actors. Themotion tomake pre-trained
models available for transfer learning and fine-tuning thus allowing others to also partici-
pate from major advances is certainly beneficial. However, the extent of this transfer and
the level of control in the hands of a few institutions poses a serious risk to other actors, to the
market and potentially to innovation in the ST sector as a whole. Surging interest in sustain-
ability and ethics may cause actors to reconsider the massive increase in energy consump-
tion that currently accompanies progress in ST. An opportunity (and marketing advantage)
may arise from directing efforts specifically towards the creation of high-performance/low
energy-consumption ST – green ST.
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6.6 Privacy, surveillance and trust
Whenever ST is linked to a person’s identity and this link is used for access control or autho-
risation, the issue of trust becomes especially important. Themain applications of Automatic
Speaker Verification (ASV) are exactly the areas of access control, surveillance, forensics or
voice assistants. ASV is used to authorise access to resources such as a bank account or build-
ing. In surveillance applications, it is used for detecting and identifying awanted criminal in
a collection of telephone recordings. In forensics, ASV is used for comparing a voice record-
ing from a crime scene with the voice of a suspect or a victim. For voice assistants, speaker
recognition can be essential to make sure that certain requests are fulfilled only if made
by the owner of the respective device or commodity (e. g., computer, phone, house or vehi-
cle). All of the above applications rely on high-performance and trusted ST and can benefit
tremendously in commercial terms if applied within these contexts.
Another ST which is effective in intelligence and surveillance tasks is the identification

of the language(s) spoken in an audio file or stream. Language ID is a prerequisite step in
settings when downstream processing (e. g., ASR) is to be applied and models are available
for particular languages only.
As pointed out, many STs require huge amounts of speech data to reach state-of-the-art

performance. The standard today is to store audio (the voices of persons) in the cloud and
label themmanually. There are no guarantees regarding howdata stored in the cloud is used
or will be used in the future by cloud service providers (or whether it may leak).
This general approach raises critical privacy concerns and it has led to market and data

concentration in the hands of a few, big corporations. Dramatic improvements in speech
synthesis (Székely et al., 2019), voice cloning (Vestman et al., 2020) and speaker recognition
(Snyder et al., 2018) pose severe privacy and security threats to the users. This resulted in a
growth of interest in new voice privacy-preserving transformations and voice privacy eval-
uations (Srivastava et al., 2019, 2020; Ribaric et al., 2016; Qian et al., 2018). Recently the
VoicePrivacy initiative was started to spearhead the effort to develop privacy preservation
solutions for speech technology and create a new community (Tomashenko et al., 2020).
In the long run, the question will be whether any possible breaches, leaks or scandals

involving ST will erode trust to a level that users will no longer volunteer to provide their
data for training purposes (deep fakes may pose a particular risk). Of course, the distrust
will be weighed against the commodity of using certain devices and platforms whose terms
of use may simply require the user to do so.
A further area of concern is the extent of unlawful surveillance by governments, state

agencies or (large) corporations, infringing citizens’ rights, liberties, adversely affecting pub-
lic discourse, democratic values and influencing the political powers (Stahl, 2016). The Snow-
den revelations sparked a global discussion about the general nature of mass surveillance
and its consequences for state and corporate intelligence services. The concerns about the
extent of privacy invasion, accountability of intelligence and security services, the (non-
)conformity of mass surveillance activities with fundamental rights (Garrido, 2021), their
effects on the social fabric of nations can only be considered and analysed jointly with the
rapidly extending technological capacities, including ST, and the pervasiveness of devices
able to capture, process and transmit relevant data. Regardless of the form of current gov-
ernment, the growing extent of mass surveillance and especially its unlawful application
may lead to erosion of public trust in governments and state agencies (see Lora Anne and
Laidler, 2021 (Westerlund et al., 2021) for a recent, in-depth presentation of theoretical and
empirical relationships between transparency and trust in the context of surveillance). In
addition, data leaks caused by such agencies may inadvertently lead to further and cascaded
infringements and illegal use of data.
A very different kind of risk is posed by overly eager salespersons overselling ST dramat-

ically and the following – inevitable – chasm into which users will fall in disappointment.
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Proper responsibility and management of expectations need to be carried out in order to
avoid this detrimental situation and a situation similar to theWinter which AI went through.

7 Speech Technologies: Main Breakthroughs Needed
The list of the main breakthroughs needed stems from the limitations identified in chapter
5, the recognition of a wider-reaching impact of Speech Technologies on society at large, and
their contributions to Digital Language Equality.
At the technological level, these relate to accuracy, reaching acceptable thresholds for ap-

plications and in the creation of the datasets required for the continuous improvement of the
core ST components. In the context of the DLE, an important challenge and breakthrough
required relate to the resources available for the development of less common languages;
improving the performance and extending the capacities of the ST components for these
languages in parallel with the SOTA systems. The extended proliferation of ST, including to
the areas with a high potential impact on individuals and large groups of users, also has to
be considered in a wider context of policies governing ST and relevant fields and calls for
major breakthroughs in terms of explainability for the critical methods and technologies.
Policies and governance concerning the use of ST and data – in particular personal data –
need to be kept up to date and on par with rapidly developing technologies and applications.
In order to democratise voice technologies and to strengthen their positionwithin LT and the
even wider field of AI, the base of users – on all levels of expertise – should be widened. An
increase in educational programs, including in general AI, ML, NLP, and inter-disciplinary
activities, projects and programs are deemed beneficial for the generation of experts in these
fields able to draw upon expertise in voice technologies but at the same time also in domain-
specific fields thus forming the links between them.

7.1 Access to and discoverability of training data
To build a DNN based TTS system nowadays tens of hours of high-quality speech recordings
must be at hand and considerable computing capacity is required. This severely limits the
possibilities for small companies to compete and be able to develop their own custom voices.
Optimising the architectures to make them less intensive from the computational point of
viewwould allow for companies with limited resources to create their own TTS services and
voices and boost the competence and competition in a field that is being more and more
dominated by a few very big companies like Google, Amazon or Baidu.
For ASR, the same limitation regarding the availability of large amounts of annotated data

applies. Only that in this case, the order of magnitude of training material is typically even
higher. Whereas in the early 2000s, several dozens of hours of audio were regarded as a
sufficient base for training AM for languages, this amount has rapidly increased to hundreds
or (tens of) thousands of hours of annotated speech. The problem is aggravated by the fact
that training data needs to be available in a particular language or dialect, as sharing of
acoustic data between languages is often not deemed possible. Semi-supervised methods
have allowed extending datasets, however, the amount of data available to industry giants
exceeds that of common market players by orders of magnitude. Datasets for languages of
lesser commercial interest are scarce and in some cases, individual players have achieved a
quasi-monopoly on datasets for particular languages and domains.
For SID, the situation is slightly different in that the amount of training material may not

be as much of a factor as for other speech technologies. Here, the availability of the right
kind of data paired with mechanisms for effective and rapid model adaptation may be key.
Privacy plays a particularly important role for this type of data.
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A plethora of different licensing agreements and mechanisms pose further obstacles to
access to datasets and resources. Simplification and harmonisation of these mechanisms
would be highly beneficial.
While some of these issues fit into a larger theme of open data sharing and bringing dig-

ital technology to businesses, citizens and public administrations which are in the focus of,
for example, the Digital Europe Programme – DIGITAL15, it is important to consider in such
frameworks the specific requirements and challenges related to the acquisition and use of
the datasets typical for training and evaluation of ST and LT models.

7.2 New training paradigms
For approaches requiring large amounts of properly annotated data, strategies and frame-
works for joint (potentially distributed) data collection, improved data annotation (poten-
tially automated), as well as joint provision, may be needed. This not only concerns the
collection itself but equally the storage and provision of such resources. A lack of data for
particular domains and languages due to a lack of commercial interest needs to be countered
by public efforts to jump-start and boost efforts in these languages and not to risk certain lan-
guages becoming effectively extinct in the digital realm.
From the perspective of data augmentation, the generation and use of synthetic data may

provide a complementary alley in the creation or extension of datasets. Likewise, the appli-
cation of methods modifying the audio signals themselves may provide a viable manner to
extend datasets and make resulting models more robust.
Work on advancing algorithms and methods to require less data or to yield more robust

models using smaller amounts of data, more effective use of transfer learning and fine-
tuning likewise provide promising approaches to alleviate the lack-of-data dilemma. For
specific fields of speech technologies, improved use of unlabelled data in an unsupervised
or semi-supervisedmanner (pre-training, self-supervised training) may provide further pos-
sibilities (Lai et al., 2021).
Novel strategies like MMLM (Multilingual Masked Language Modelling) which have suc-

cessfully been applied to learn multi-lingual (or cross-lingual) representations of language
may provide further angles (Goyal et al., 2021). While some preliminary works exist, e. g.,
(van der Goot et al., 2021), extensive studies are required to assess and evaluate the extent
to which such progress can be transferred and applied to voice technologies.
In addition, experiments indicate that MMLMmay also aid in the cross-lingual transfer of

deep representations due to the learned shared latent properties of language, linking this
advance to the tendency of including broader and deeper context with speech technologies
to arrive at applications combining technologies and allowing for many comprehensive ap-
plications and user experiences.
In the area of SID, the transfer of knowledge learned from languages with a lot of training

data to model speakers of languages for which only little training data is available has not
been examined thoroughly. The interaction between the (front-end) extractor and the back-
end likewise need further research (E2E training, novel training objectives that encourage
the embeddings to match the assumptions made in the back-end etc.).
For several technologies, making better use of the hierarchical structure and relatedness

of languages may be beneficial. A system that has not seen data of a particular language (or
dialect) in training should still be able to benefit from data from similar (close16) languages
whichmay providemore data. Eventually, evenwith very limited training data for a particu-
lar language, it should then be possible to train amodel using data from the specific language

15 https://digital-strategy.ec.europa.eu/en/activities/digital-programme
16 the appropriate definition of closeness may depend on the specific technology and application
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as well as from these closely related languages. Methods like one-shot learning or few-shot
learning likewise provide promising approaches.
To complement technological/algorithmic advances it may be beneficial to develop new

schemes involving users more actively in the generation of datasets for training and evalua-
tion purposes. Such approaches need to have safeguards implemented to prevent pollution
and/or biasing (intentional or unintentional) and be transparent in the preparation and cura-
tion of the data. Furthermore, incentives for participation must be present and the scope of
use of the resulting datasets be managed such that their use also benefits the general public
(the European citizen) and not only a selected crowd of commercial actors.

7.3 Confluence and context information integration
Whereas previously the focus of activitieswas often placed on the advancement of individual
technologies and specific capabilities, a tendency towards confluence – of the combination of
technologies and inclusion of a larger context aswell as the history of events and interactions
– canbe observed already to some extent and can also be assumed to play amore pronounced
role in the future.
For example, the recently presented E2E model for speaker-attributed automatic speech

recognition (SA-ASR) was proposed as a joint model of speaker counting, speech recogni-
tion and speaker identification for monaural overlapped speech (Kanda et al., 2020). It pro-
duced encouraging results for simulated speech mixtures consisting of various numbers of
speakers. However, in order to conduct speaker identification, the model required prior
knowledge of speaker profiles, which severely limited the model’s applicability. The follow-
up work addressed the issue where no speaker profile is available by performing speaker
counting and clustering with the internal speaker representations of the E2E SA-ASR model
to diarise the utterances of the speakers whose profiles were missing from the speaker in-
ventory (Kanda et al., 2021a).
The increased presence of conversational interfaces, a proliferation of chatbots combining

ASR, NLP and TTS with an ever-increasing presence of AI, in general, has modified not only
the technical and commercial landscape but also the expectations of users when interacting
with such systems have grown dramatically. Users tend to view such systems as a kind of
digital assistant, a personal conciergemore than amere block of interconnected components
(and really, as casual users, they should also not be concerned that in reality, thismight be the
case). This rising expectation and perceived user need have been accelerated by increased
periods of home-office setups and virtual meetings which are likely to also continue in the
future.
More powerful tools and greater capabilities also prompt the inclusion of upstream tech-

nologies such as summarisation or sentiment analysis to be integrated with voice technolo-
gies. Speech synthesis is bound to become as emotional and persuasive as the human voice
itself. The automatic translation may be used within the loop to bridge language bound-
aries. Furthermore, technologies will need to be integrated in a manner allowing for feed-
back loops and adaptation in a seamless way. Models need to be dynamic and methods
allowing for dynamic adaptation – learning and unlearning certain features – will need to
be developed to account for flexible and continuously changing conditions.
The integration of technologies and the inclusion of a much broader type of context may

allow capturing intentions and real user needs, creating an overall experience of real con-
versational AI-powered by speech and language technologies, fully interconnectedwith busi-
ness applications and private data sources.
Thus a required step relates to the transfer of voice technology performance improve-

ments into downstream technologies and then to improved overall user experience.
Subsequently, such setups may need to be interconnected between groups of persons, e. g.,
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family, friends, and team-members to also include further context not limited to a single
individual. Examples are business settings involving multiple speakers speaking different
languages during meetings or group activities where cultural factors and background infor-
mation of several persons involved will need to be taken into account.
Areas of linguistics such as pragmatics as well as paralinguistics will need to be consid-

ered and integrated to a much higher extent than currently to allow for more natural and
human-like interaction. Adding emotions and affections into the recipes for human-machine
interaction, recognising intent and taking into account a broad variety of contexts holds the
potential to turn these interactions into truly human-like experiences. The components re-
lated to emotional understanding and empathy, while relevant to all Intelligent Personal
Assistants (IPAs) and Conversational Agents (CAs), are especially relevant for systems func-
tioning in social domains, such as healthcare, education, and customer service. Combin-
ing emotional awareness with CA technologies and approaches also necessitates incorpo-
rating insights from multiple domains, including psychology, artificial intelligence, human-
computer interaction, sociology, educational research (Andre et al., 2004; Vinciarelli et al.,
2011; Skowron et al., 2013; Zhou et al., 2018; Belainine et al., 2020; D’Mello and Graesser,
2012).

7.4 Explainability, transparency and privacy concerns
The above-outlined increase in the complexity and combination of technologies and models
requires a careful balance with regard to privacy and ethics. Scandals and data-leaks like
the one caused by Cambridge Analytica (Hu, 2020) or Facebook Files17, the often intranspar-
ent manner of how personal data are handled by many companies and growing conscience
of the value of personal data has lead to increased interest and level of anxiety across soci-
eties. Activities like the EU’s GDPR regulation (Regulation, 2016) are aiming to pave the way
towards a higher level of data sovereignty. Attitudes towards such motions are certainly
different depending on region, culture, political system etc. but may be seen to play a more
important role on a global scale in the future.
Trust in speech technologies and in the use of data obtained by interaction with these

technologies may become a decisive factor in the adoption of technologies and of the success
of individual market players. An increased interest in “what happens under the hood” and
in providingmore transparency of data use and system functionality can be observed across
the board inmany areas ofML and AI. This is certainly also true for ST andwill becomemore
pronounced if these technologies are to be coupled with other sources of data (as described
above).
A fundamental question to be answered transparently by providers will be where exactly

processing is performed and to what extent and purpose data is used to modify (retrain,
adapt) models.
One end of the spectrum of processing is large, anonymous data-centres spread around

the globe. The other end of the spectrum is formed by strictly local processing on personal
devices (on the edge). Private, on-premise solutions provided by companies or institutions
form an intermediate setting. In all of these setups, the balance between capabilities and the
requirements to achieve these capabilities will need to be determined and balanced against
ethical concerns and personal and privacy-preserving arguments. The extent and amount
of end-user control and transparency on part of the application providers will be a crucial
factor in this equation. Methods to allow for flexible and transparent ways to allow for such
control may be promising areas not only for voice technologies and models. Approaches
like privacy-by-design accompanied by high ethical and legal standards may be determining
factors in enabling trust, fostering adoption and leading to economic success.
17 https://www.washingtonpost.com/technology/2021/10/25/what-are-the-facebook-papers/, accessed 17.1.2022
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7.5 Support for less-resourced languages
To be able to provide first-rate ST in any language, additional high-quality datasets are essen-
tial. Ideally, they should be open and available without usage rights limitations for all the
languages and include recordings with a variety of conditions and representative settings.
These include a variety of speakers, language varieties, dialects, sociolects, data including
spontaneous speech, varied prosodic patterns, diverse sentence lengths and a wide range
of emotions. Creating this wide set may not be feasible in general, but could be achieved at
least for severalmajor European languages. New techniques for transfer learning andmodel
adaptation from systems trained for one resource-rich language to systems able to function
in languages with more reduced quantities of available data should be developed. These
techniques would allow the development of cutting-edge ST systems also for less-resourced
languages. Also, new architectures allow using resources from several languages in such a
way that commonalities among languages are learned in amore robust way by cross-lingual
knowledge-sharing or methods for the creation of multilingual or language-agnostic models
which can be applied to a number of different languages are of utmost importance.

7.6 Performance, robustness and evaluation paradigms
Driven by various national and international (e. g., DARPA-sponsored) evaluations standard
performance measures have been defined and measured on standard test sets during con-
certed evaluations. Current measures like the standard WER only take certain performance
aspects into account and may need to be reconsidered, resp. be extended or complemented.
Robustness and generalizability of ST components andmodels aswell as standard-evaluation
sets for multiple languages and evaluation sets allowing the “parallel evaluation” of several
technologies (e. g., LID, followed by SID and ASR all on the same dataset) should be devised.
The topic of ageing and recency of data for evaluation sets (e. g., ASR talking about George
Bush as the US president in a dataset) need to be taken into consideration. Likewise, chang-
ing technology standards regarding audio quality should be revisited (e. g., for SIDwhere the
target speakers furthermore pose a similar problem as ageing vocabulary does for ASR). In
general, evaluation (as well as training) datasets should be viewed more aswork in progress
than static artefacts.
In certain instances, the current state of the art TTS systems suffer from a lack of robust-

ness in the generated speech, mainly when the kind of sentences seen during training is
different from the one used during inference. Differences in length and syntactic structure
make the underlying attentionmechanism lose track andword-skipping, long silences, word
repetition or even babbling may arise in the generated signal. However, these malfunctions
are mostly scarce. Therefore, even if the system suffers from this problem it is difficult to
observe it in a limited set of sentences like the one usually included in subjective evaluations.
This lack of robustness, even if rare, limits the application of TTS technology and degrades
the user experience. Guaranteeing robustness in modern TTS systems is paramount to en-
sure their ubiquitous presence and adoption in real-life products.
Being able to measure performance on several dimensions simultaneously, e. g., by mea-

suringWER for ASR but under specific runtime andmemory, constraints might be beneficial
when investigating different setups and balances between performance, model-scale and re-
source consumption.
Even regarding established technologies such as LID, evaluations should be updated in

order to allow for such multidimensional evaluations. Extension to further languages and
language varieties, dialects and speaking conditions likewise should receive further atten-
tion to ensure broad availability and adoption.
Another very needed innovation is a method to objectively measure TTS results. TTS sys-

tems are evaluated bymeans of subjective evaluations campaignswhichmakes themeasure-
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ment of any advance time consuming and laborious. Several attempts to develop a robust
objective measure that correlates well with people’s judgements have been made, but no re-
liable algorithm has been found yet. Such an algorithmwould make it easier to evaluate the
development of new TTS techniques and would boost the advancements in the field.
Standard evaluations regarding privacy issues and bias of models are largely missing for

many areas of ST. Evaluations in the realm of paralinguistics are still only scarce (a notable
effort in this direction are yearly Paralinguistic Challenges at Interspeech conferences).

7.7 Outreach – communities, non-experts
Recent years have witnessed an increase in interest in the democratisation of AI. This con-
cerns many fields of AI and ML; among them also the fields of voice and text technologies
as well as the larger areas of NLP and NLU. The widespread application of ML and the well-
known fact that experts in ML and AI have become scarce resources has led to the desire
to empower a wider set of individuals to participate in the creation and use of these tech-
nologies. Toolkits and do-it-yourself modelling form part of the trend to democratise voice
technologies. Approaches like Auto-ML aim to provide access to ML also for non-experts and
as such align with strategies to allow a wider audience to participate in the process. As lan-
guage technologies are aggregated and applied to more complex settings, inter-disciplinary
research and activities e. g., from fields in the social sciences are becoming more relevant
and synergies become apparent. Programs and funding schemes to actively engage these
communities and foster inter-disciplinary research would further boost developments.

7.8 Alignments with EU policies and breakthroughs needed on the policy
level

In terms of copyright, rules in Europe are more restrictive than in other economic regions
and countries such as the United States. For example, utilising closed captions from TV
broadcasts or subtitles from a copyrighted film to train and evaluate ST models could en-
able access to high-quality language data if lawmakers could agree that training of models
on copyrighted data constitutes fair use, as long as it does not diminish the value of the assets
or reduce the profits reasonably expected by the owner.
Similarly like in other LT, the pace of the development of Speech Technologies in Europe

could be further increased by introducing changes that enable the re-use of existing data,
while at the same time ensuring that the value of the copyright owners is not impaired.
The GDPR introduced a new global standard that places an emphasis on individual rights

and reflects European values, and as such contributes to building trust in AI technologies.
Regrettably, the GDPR has had a negative impact on themajority of Europe’s LT business and
research activities (Smal et al., 2020). For example, many stakeholders in data management,
publication, and collection have come to wrongly believe that all data is personal by default.
As a result, costly legal counsel and anonymisationmethods are used in circumstances when
they may be avoided or are not required at all. Furthermore, non-European AI firms have
been able to operate free of GDPR constraints (in cases where neither data storage nor the
identity of citizens concerns Europe) since then, giving them an economic advantage over
EU firms. One of the required breakthroughs relates thus to ensure that while the individual
rights are protected, the extent of these, in particular, in the practical settings and day-to-
day operations, does not extend beyond the intended scope. Automatic, efficient and free
anonymisation tools like the ones offered by theMapa project18 are required for all European
languages.

18 https://mapa-project.eu
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8 Speech Technologies: Main Technology Visions and
Development Goals

8.1 Speech technologies – the interface of the future
In many settings, voice provides the most natural way to interact with devices and appli-
ances. The Internet of Things (IoT) and the tendency for computation to take place “at the
edge” is turning into a key enabler of voice and speech technologies in many fields and ap-
plication areas.
The coming years will witness an increased advance in voice technologies to the point that

interacting with automated systems will be virtually indistinguishable from communication
with human beings in many cases (ideally such systems should make it clear from the start
that they are indeed not human). Interfaces predominately relying on typing, clicking and
swiping will gradually transform intomultimodal (or even fully virtual) interfaces including
voice, shifting the task of adaptation from human users to computer systems.
At the same time, compared to the other modalities currently dominating the Human-

Computer Interaction (HCI) landscape, communication will encompass richer kinds of (lin-
guistic and paralinguistic) information, including gender, age, emotional or cognitive state,
health conditions or speaker specific traits allowing for a more sophisticated and accurate
speaker identification, modelling, adaptation and personalisation. These factors and their
integration into HCI – as beneficial and powerful as they may be – also give rise to pri-
vacy and ethical concerns. They prompt questions of control, user understanding and intent
when it comes to sharing information and the extent to which different kinds of information
are transmitted and used in the future. Ensuing risks and the potential impact need to be
carefully met and balanced with measures to increase security and trust, both, by technical
means as well as policy- legislative measures. This formation of this balance will affect the
adoption of a wide range of devices and services: from intelligent voice assistants in homes
and on smartphones, navigation and control systems in cars to cooperative office and work
environments and systems supporting a wide range of business and leisure activities.
The heavy increase in the use of virtual communication technology experienced during

the COVID pandemic is viewed to be a trend that is also likely to continue into the future.
A variety of platforms were able to increase their presence and extend their functionality
during that period. Further extension and the inclusion of speech and language technolo-
gies into existing and emerging offers are likely to seamlessly link project management and
communication tools with natural language processing.
TTS technologies will advance until they are able to generate natural speech with any de-

sired voice, speaking style or emotion. ASR technologies can be expected to advance to per-
formance levels on par with human operators (or exceeding it). In general, our interaction
with machines will increasingly be carried out through speech and natural language. Our
home appliances, cars, electronic gadgets and digital assistants will communicate with us to
inform us about malfunctions, to help us program and use them, to advise us about their
needs, to entertain us and keep us company and act as virtual colleagues at work. Tech-
nologies for input (like ASR) can be expected to increase their capacity to handle different
expressions of language as much as output technologies (like TTS) can be expected to gain
expressiveness and be able to generate voices with diverse speaking styles and personalities.
Progress in ASRwill allow tapping into the large sea ofmultimedia data (including large ex-

isting archives), SID will act for authentication and personalisation, TTS systems integrated
into our devices will allow converting any digital content into a multimedia experience.
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8.2 Capabilities and technology shifts
User and application contexts A trend towards the integration of richer context is to be

expected, regardless of the sub-field of voice processing. This concerns the individual
technologies as well as their combination.
For TTS, to have a truly interactive experience when dealing with our devices, the inte-
gration of context will play a major role. E.g., the correct way to pronounce a message
should be inferred from the text context or the previous steps of a dialogue. In this
way, TTS systems would be able to generate the response with the correct inflexion so
paralinguistic factors are correctly conveyed in addition to the purely linguistic infor-
mation.
Technologies will need to be sensitive to the user’s character, state, mood and needs
and adapt themselves accordingly. Potentially, they will also need to take into account
other members’ states in case of group activities such as business meetings. Topics of
pragmatics will be reflected by all technologies. Rather than individual communication
turns, complete conversations with history and context will be the norm.

Addressing the existing technological gaps In the area of ASR, continues efforts towards
better understanding andmodelling human speech perceptionmight result in sophisti-
cated speech recognition addressing several of the technical limitations and gaps identi-
fied in current approaches. Improved handling of audio conditions currently perceived
as difficult (e. g., multiple simultaneous speakers in noisy environments speaking spon-
taneously and highly emotionally in a mix of languages) will be possible by such ad-
vances. At the same time, a wider deployment and further popularisation of ST will
also require solutions that offer high robustness, low latency, efficient customisation
and the ability to provide possible equal support for a diverse set of speakers.

Speech technologies integration An intimate relation ofASR, SID andTTSwith downstream
NLP and NLU technologies is needed to allow the correct interpretation of the input so
that recognition, meaning and output can be produced in a natural and correct man-
ner. A combination of technologies to interact in multimodal ways (including visuals)
and the efficient combination of inter-linked models will be able to guarantee the best
experience possible. In turn, the successful combinationwill result in an enhanced eas-
iness and naturalness of use, hiding individual components and allowing to perceive
systems as assistants using natural language much in the way that human assistants
would.

Multimodal models Recently introduced neural net architectures, e. g., Perceiver IO (Jaegle
et al., 2021), support encoding and decoding schemes of various modalities. They can
directly work with BERT-style masked language modelling using bytes instead of to-
kenised inputs. Another advantage of this type of architecture is that the computation
andmemory requirements of the self-attention mechanism don’t depend on the size of
the inputs and outputs, as the bulk of computing happens in a common Transformer-
amenable latent space. Although being a task-agnostic architecture, themodel provides
competitive results on modalities such as language, vision, multimodal data, and point
clouds. In the near future, this type of architecture will be commonly used in a range
of applications where multimodal content needs to be jointly analysed. Further, the fu-
ture line of work relates to the training of a single, shared neural net encoder on several
modalities at the same time, and only using modality-specific pre- and post-processors.
The computational complexity of Perceiver IO19 is linear and the bulk of the processing

19 https://huggingface.co/docs/transformers/model_doc/perceiver
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occurs in the latent space, allowing to process larger inputs and outputs when com-
pared to the standard Transformers. This enables large and heterogeneous models to
become more scalable, and available to wider groups of users and application scenar-
ios. Moreover, connections to areas such as knowledge-representation and knowledge-
graphs may provide further alleys for research. In the longer-term perspective, such
multimodal, plug and play architectures and models, will provide strong baselines in
many areas, potentially also supporting less technical users with visual design tools,
tractable hyper-parameter search, automated architecture, popularising the access to
high performance, multimodal analysis and inferences.

Development pace The pace of development in voice-based technologies is driven by gen-
eral advances in ML and associated hardware as well as domain-specific advances in
the modelling of speech perception and production. The former can be expected to
accelerate even more due to general interest in ML and AI from a wide portfolio of do-
mains. Advances in transfer learning, reinforcement learning, fine-tuning, the use of
pre-trained models and components as well as the arrival of platforms such a Hugging
Face have created additional momentum. GPU support and extension of GPU capabili-
ties can likewise be expected to continue at a fast pace, whichmight also have effects on
the availability of hardware resources. The latter topics have been receiving increased
attention as voice and language technologies entered the mainstream. Voice, being the
most natural way to interact with systems can surely be assumed to attract even more
commercial and academic interest in the future.

Training and evaluation Simultaneously, therewill be further improvements introduced in
the process of creation and distribution of ever-growing, ever more coherent (labelling
quality), and diverse datasets. These will also include the creation of and increase in
a number of large, multilingual, multi-domain and multimodal datasets, that will be-
come de facto standard sets for the training and evaluation of the ST methods and sys-
tems that include ST components. In the next years, we will also witness an increase
in labelling efficiency, a wider adaptation of continuous learning, self-adaptation and
self-modification paradigms. While the number of languages available in the datasets
will continue to grow, the quality and amount of data available for the most common,
currently rich-resourced and the less common, currently low-resourced languages are
unlikely to converge in a shorter term.
This development in the creation of more complex andmultifaceted datasets calls for a
more comprehensive evaluation and quality criteria; a shift that would change a focus
from an individual speech technology to an end-user assessment of a complete experi-
ence when conducting a specific task in a given, non-laboratory environment and in a
given operational and personalised contexts.
Whereas current learning paradigms focus predominately on training models on mas-
sive amounts of data in one go (even though this itself may comprise many iterations),
human learning takes place in complex steps over time, refining itself constantly along
the way. New paradigms incorporating complex sequence learning may not only pro-
vide further insight into human language acquisition but likewise lead to even more
powerful ST (NLP, NLU) models.

Infrastructure, hardware Extrapolating from the current trends a further rapid increase in
the capacities of the ST related hardware and infrastructure can be foreseen. These in-
clude, e. g., faster communication networks and higher bandwidths, development and
wider deployment of the specific hardware solutions dedicated to efficiently support
specific ST components, e. g., audio level for ASR. Also, further popularisation of the ST
solutions in particular in a form of IoT, and a new set of voice-enabled devices that will
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be available to users in work, leisure and commerce settings can be foreseen. These
developments create in turn additional challenges related to load and scalability of the
underlying infrastructure, hardware and networks used. Moving computation to edge
devices will certainly also continue to be a trend in the near future.

8.3 Privacy, accountability and regulations
The future of ST and a wider LT field development will be strongly influenced by the reg-
ulations governing the collection, storage, transmission, and use of personal data. These
relate to the users’ concerns and expectations, the influence of the groups of interest, both at
the national and trans-national levels, and the future developments of the ST, their growing
scope of application, functionalities and performance improvements. In the context of Euro-
pean AI companies and research institutes, the development pace appears to be particularly
strongly influenced by the current and future regulation schemes. Lawmakers’ decisions
will thus have to consider the wide and profound impact of their regulations – on the pro-
tection of citizens personal data and privacy on the one hand, and on the wider field of AI
technologies (research, development and application) and the comparative advantages and
disadvantages vis-a-vis other geopolitical regions on the other hand.
Extrapolating from the current regulations concerning user privacy, the differences in data

collection and use, the divide between the EU and non-EU countries will continue to grow.
As AI technologies in the future will play a crucial role in defining competitive advantages
across the different fields of human activities, including the commercial, social, military and
intelligence, it is unlikely that a wider and far-reaching consensus between the competing
countries and regions will be found, which would lead to a standardising set of regulations
across the regions.
With the growing presence of speech technologies, ML and AI in general, growing con-

cerns about the hidden flaws, shortcomings and baked-in biases of such systems is gaining
momentum. This is certainly true from citizens perspectives, but also from academia as
well as industry perspectives. Whereas citizens and academia may work towards enhanc-
ing transparency and creating mechanisms that may be able to avoid certain phenomena,
the industry may work towards obfuscation and hindrance of the very same mechanisms.
In the US, laws requiring audits of algorithms used by employers for hiring and promotion

are being installed and bills are drafted by Congress about the evaluation of decision-making
systems used in areas such as healthcare, housing, employment or education20. At the same
time, EU policy-makers are considering legislation requiring inspection of high-risk AI and
a public registry of such systems.
Hiring software is known to already assign certain personality scores based on the SW

used to create CVs or whether a bookshelf is visible in the background during an interview.
The use of voice and speech technologies can easily be envisioned to extend such scenarios,
e. g., by measuring anxiety in an applicant’s voice using emotion detection technology.
Users will neither be able nor want to distinguish between AI, NLP or NLU, between a

platform and a particular application or part thereof. To them, the overall system will be
what they interact with and potentially what they will perceive as being biased, unfair or
harming them in any way.

Disclosure of the use of AI/speech technologies Due to the ever more human-like nature
of speech technologies, the use of AI technologies should be disclosed at the earliest
stage possible for all transactions and applications. Making users aware of what they
interact with is regarded as a fundamental step in the creation of more transparency.

20 https://www.wired.com/story/movement-hold-ai-accountable-gains-steam/, Algorithmic Accountability Act, ac-
cessed on 12/13/2021
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Thiswill not prevent humans to attribute personhood tomachines (think of toys andpet
animals) or hinder human-like communication, but present an ethical and transparent
frame around such settings.

Mandatory audits of algorithms and models Auditors will have to be independent for this
to make sense and not open the door to even more secretive and evasive behaviour by
companies. Federal agencies or boards may be required to preside over such activities.
Standard test sets and tests may have to be created and applied.

Mandatory impact assessments of the introduction of such technologies The concept of
measuring impact and potential harm is firmly established in fields such as environ-
mental impact. Similarly, algorithmic impact assessments would need to cover a broad
range of factors, with speech technologies andNLP focussing on language and language-
use related aspects.

Public repositories of incidents where AI/NLP caused harm Public repositories and ways
to report problematic uses of AI would allow to identify of repeat offenders and fine
them in case of recurring problems or the unwillingness to act. Furthermore, making
such cases known publicly may serve as an incentive to correct or prevent such cases.

Policy and law making Methods for assessments andmeasuring impacts need to transform
into law so that they can properly be addressed and employed by courts and judges.
However, as the scope and impact of harm produced by AI/NLP are only known to a
small extent at this stage, further research into all of the above areas is needed to create
a sound foundation for the proper management of such risks.

Effects on society, workplace The current discussion about which jobs or areas within do-
mains are likely candidates to be replaced by AI also carries over directly to the domain
of speech processing – as well as to NLP more generally – as they can be seen to form
a core element of AI in this context. Issues concerning automation and job replace-
ment and the ensuing policy-making and social ramifications thus also directly concern
speech technologies and their perception.

Pervasiveness A further spread and ubiquitous presence of voice-based technologies, and
wider deployment of speech technologies across a multitude of services and devices
due to reduction in size and integration into wearable and virtual environments can
be expected. This may also concern further persons being in the vicinity of such de-
ployments who may be involved indirectly by someone else’s use of ST.

Sectors The most likely commercial areas where the ST will see further dynamic growth
include banking, finance and insurance, consumer and electronics, education, health-
care as well as the automotive sector. These sectors will take advantage of the hard-
ware directly supporting speech and voice technologies while reducing the operating
costs related to processing the customers’ requests and needs. The growth in these sec-
tors will in turn require large language models (LLMs) trained on massive amounts
of domain-specific data for different industries and verticals, as well as the all-terrain
NLP. The processing will be handled by large data centres, proprietary systems on the
premises, as well as on end-user devices at the edge. The distribution of this load across
different processing facilities and devices will be driven by the policies and regulations
governing the data collection, storage and use, the capacities of the portable devices
and networks used, effects of scale and new training paradigms developed as well as
by requirements and preferences of users and businesses using the technology.
A range of new applications will emerge, e. g., in-car assistance, combinedwith the self-
driving cars, converting commuting intomoving offices; self-service restaurants, which

WP2: European Language Equality – The Future Situation in 2030 42



D2.14: Technology Deep Dive – Speech Technologies

combine ST, NLP and recommender technology, supporting fully automated order tak-
ing; or intelligent business meetings or travel assistance (see section 8.6 outlining fur-
ther examples of Intelligent Personal Assistants). The usual drivers of innovation are
also porn and crime. A wider adaptation of ST by these sectors gives a raise to a ques-
tion on the (negative) effects, beyond the previously discussed challenges related to the
data protection, hacking, fakes, mass and unlawful surveillance by a growing number
of actors, and the ever-present privacy concerns.
In the environment where “your voice becomes your identity” ensuring the security of
this sensitive data is of prime importance, e. g., zero trust approaches for voice requir-
ing stringent authentication and monitoring, combined with advanced encryption.

8.4 Future applications
ST and in particular their combinationwith otherNLP andAI technologies to form intelligent
applications with human-like capabilities have the potential for disruptive innovation in a
variety of sectors. Intelligent assistants and chat-bots currently provide the leading paths
towards general and broad adoption. Future applications will be expected to understand
users intents over sequences of interactions, blurring or completely eliminating perceived
boundaries between individual technologies.

8.4.1 Customer contact centres / call centres

ST is already being used by multiple industries for customer contact centres to increase self-
service functionalities, reduce average handling time, increase availability and reduce em-
ployee costs. ST within this scope – in particular when able to interact in a variety of lan-
guages and taking into account context – has the potential to increase customer acceptance
and satisfaction.

8.4.2 Media and entertainment

The gaming and entertainment industries have traditionally been at the forefront of the
adoption of new and emerging technologies. Whereas for gaming, the immersive experi-
ences including interaction by voice have become a reality already, the further adoption of
ST in the media industry may provide decisive mechanisms to reach global audiences (or
local audiences speaking different languages). Automatic ASR, MT and TTS to produce sub-
titles or closed-captions on the fly, as well as the same array of technologies for interaction
with smart home devices, provide alleys to deliver products to multinational audiences with
minimal additional costs. A booming podcast industry, producing high volumes of multime-
dia content may likewise benefit dramatically from ST by allowing it to expand to previously
inaccessible regions and audiences.

8.4.3 Marketing and PR

The integration of ST and in particular of paralinguistic factors into the feedback cycle for
customer reviews and commentsmay provide a promising field for extension of applications
beyond current capabilities. These mechanisms may also be combined with other settings
such as in customer contact centres (e. g., to indicate fluctuations of sentiment or phases of
anxiety or anger during conversations) or media and entertainment applications (e. g., to
allow for personalisation of recommendations based on customer mood). Furthermore, ST
may be adopted in the area of reputation management and news screening by allowing to
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gain insights not only on textual information but also onmultimedia information concerning
institutions and individuals.

8.4.4 Healthcare

ST have been actively used in the healthcare sector for a considerable period of time already.
Whereas companies such as Philips and Nuance have been successful in the transcription of
radiology services, Microsoft is aiming to accelerate its presence in the medical sector by
acquiring Nuance as of 2021.21 The combination of technologies to advance conversational
agents and NLU is expected to increase Microsoft’s footprint in the area of ambient clinical
intelligence solutions. ST may be helpful in situations where people cannot use language, do
not know how to read or write (e.g be too young) or may suffer from cognitive disabilities.

8.4.5 Fraud detection and security

The use of ST on publicly available content as well as on phone conversations may aid in
detecting financial crimes and support compliance and risk-management efforts.

8.4.6 Personalised ST

Voices for TTSwill be generated for any language and be fully customisable. In the sameway,
as we can now personalise the avatars in video games, we will be able to set every aspect
of the synthetic voice as we please to suit the characteristics we prefer for each situation.
Capabilities of the voices will be increased and the systemswill be able to sing in anymusical
style. Theywill also have the ability to adapt to the acoustic environment andproduce speech
that is easy to listen to even in unfavourable conditions.
Moreover, TTS technology will extend and speech will be generated not only from the text

but from other input information that could be more convenient for some users who do not
have easy access to text or for some situations like the ones requiring privacy. Multi-modal
systemswill allow generating speech from lip-reading, articulatory data acquired by diverse
technologies such as electromyography, permanent magnet articulography and other silent
speech interfaces, and even cerebral activity with brain-computer interfaces.
ASR technologies will be customisable depending on speaker preferences and traits, e. g.,

adapting themselves to speaking style, jargon, preferences in formulations etc. Furthermore,
they may change dynamically on social and professional context.

8.5 Possible future directions and visions
8.5.1 Actors and markets

In order to counteract the Matthew Effect (whereby the GAFAs would be getting into an even
stronger position over time), it is imperative to boost efforts leading tomore data effective use
of resources. Trends supporting the homemarket, leading to increased innovation focussing
on local consumers and values, should be assisted and facilitated.

8.5.2 Customisation

Technologies may have reached an advanced level of maturity for many languages and do-
mains. However, numerous further niches remain which require expertise and adaptation
of base models to cover the last mile to the customer. In all areas of ST, the opportunity to
21 https://techcrunch.com/2021/04/12/microsoft-is-acquiring-nuance-communications-for-19-7b/
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capitalise on efforts and tasks which fall into this category exists and can be taken up by local
champions.

8.5.3 Privacy and ethics

A sequence of scandals and growing interest in issues of ethics and privacy have led to an
increased awareness in society. Trust in technology is a key ingredient for the adoption
of technologies by a large portion of the population. Transparency in how privacy is inte-
grated into technologies – algorithms and models – is expected to be a crucial ingredient to
earn customers’ trust. Despite the disparity of legislation across national and economic con-
glomerates, privacy-by-design beyond mere statements may become a decisive factor for
technology uptake and market success. It is worth pointing out that privacy does not end
within/around one’s own device or sphere, but may also include neighbours and bystanders
as was made explicit by a recent court ruling in the UK.22

8.5.4 Ambient Intelligence

The confluence of individual technologies to form an entity that is larger than the sum of
the individual technologies is a recurrent theme within this document. This is especially im-
portant when combining human-like modalities for input and output with knowledge rep-
resentation and reasoning, potentially in an augmented or virtual environment. Viewing
ST as a means for intelligent interaction, integrating nuanced and fine-grained context and
input from multiple modalities can be expected to lead to more human-like systems where
the perception of individual components will blur into an overall experience for end-users.
Such combinations may be a step towards a broader kind of AI as opposed to the narrow,
highly-specialised versions in use today.

8.5.5 Augmented Intelligence

The current wave of AI holds the potential to impact and change a wide field of businesses
andworkplaces. Whereas experts predict that putting AI (including NLP and ST) to work at a
larger scale will add more than 15 trillion USD to the global economy by 203023, this outlook
also creates fears and anxieties about the replacement of a large portion of the workforce
by machines. Efforts to position AI as intelligent partners in collaborative environments of
humans andmachines – augmenting human capabilitieswith AI –with each side capitalising
on their respective strengthsmay not only lead to greater productivity but also lead to higher
societal acceptance of the (disruptive) introduction of novel technology into areas previously
perceived to be the domain of humans only.

8.5.6 On the road to winter again?

The hype about AI and the accompanying over-selling by sales organisations has caused
waves of deception and eventually ended in the so-called AI Winter before (Hendler, 2008;
Floridi, 2020; Muehlhauser, 2016). Currently, AI is experiencing another wave of hype. In-
vestments, in particular in the USA and China, are exploding24, with start-ups and companies
receiving hundreds of millions of dollars25. ST (in the guise of Language AI, Voice Technolo-
gies or Conversational AI) is at the centre of many such investments and activities. Based on
22 https://www.theguardian.com/uk-news/2021/oct/14/amazon-asks-ring-owners-to-respect-privacy-after-court-

rules-usage-broke-law
23 https://hbr.org/2021/03/ai-should-augment-human-intelligence-not-replace-it
24 https://www.forbes.com/sites/robtoews/2021/12/22/10-ai-predictions-for-2022/amp/
25 https://towardsdatascience.com/nlp-how-to-spend-a-billion-dollars-e0dcdf82ea9f
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the assumption that technologies have matured and are now ready for deployment on the
market, large sums are being invested and high expectations raised. It remains to be seen
whether and to what extent these expectations can be fulfilled or whether over-selling will
send AI – and with it NLP and ST – into another phase of hibernation.

8.5.7 Supermodels

Recent years have witnessed a fierce race between renowned institutions and research labs
on who can build the largest model for NLP. It has become customary that only actors with
enormous resources at their disposal can participate in this race: Facebook, Google, Mi-
crosoft and their Chinese counterparts. Recently, Microsoft teamed up with Nvidia to create
a language model with 530 billion parameters (MT-NLG26) and DeepMind created Retro27.
Whereas these huge foundation models suffer from the same shortcomings as their prede-
cessors in terms of bias, the integration of toxic language, the lack of explainability, etc.,
performance on many tasks is still improving with the number of parameters and no end
of this race is currently in sight. As is the case for search technologies, the US and Chinese
giants are leading these activities. European efforts like the German OpenGPT-X project28
aim to mitigate this imbalance. Text-creation in a human-like manner, for a multitude of do-
mains, different languages and including a variety of stylistic elements are already possible
today and can only be expected to improve further. With regard to ST and E2E models or
as part of aggregated models comprising several technologies, similar activities can be ex-
pected. Whereas in the past access to sufficient amounts of data has been the determining
factor, this tendency turns access to computing resources into the next crucial bottleneck. As
for the large languagemodels, again GAFAs with access to data (and users feedingmore data
to them every day) are in the pole position for market dominance. In the recently published
work, Bommasani et al. 2021 (Bommasani et al., 2021), provides a thorough account of the
opportunities and risks of such foundationmodels, ranging from their capabilities, technical
principles, applications and societal impacts.

8.6 Examples for Intelligent Personal Assistants
Public transport While waiting for a train at the train station, a commuter notices that the

train seems to be late. As is often the case, no announcement about this state was made
and the display still shows the original time of departure. On the platform teemingwith
people, the user, upset about this recurrent situation asks their device “what’s the mat-
ter with the stupid train?” This question is uttered in a noisy environment (a busy train
station) and in a highly emotional manner. Potentially, dialect or slang is used when
expressing discontent. In spite of the challenging conditions, the system recognises the
commuters question. By searching the train company’s database, it retrieves the reason
for the delay and the expected time of departure. Taking into account the time of day
and week-day (and hence the commuting conditions), it suggests an alternative way to
travel. Output is provided in a way taking into account the noisy conditions (volume,
speed) as well as the annoying state of the commuter (appropriate phrasing, tone and
voice).

Business meeting During a business meeting with several members, several issues remain
to be resolved and follow-up data and time is being searched. While a couple of col-

26 https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-
530b-the-worlds-largest-and-most-powerful-generative-language-model/

27 https://deepmind.com/research/publications/2021/improving-language-models-by-retrieving-from-trillions-of-
tokens

28 https://www.iais.fraunhofer.de/de/presse/news/news-210701.html
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leagues discuss a possible slot for a meeting on the morning of the following Thursday,
one of them addresses the user with the question “any chance you can make it?” The
system recognises that the colleague who asked is John and that its owner is the one
being addressed by John, translates time and day into actual calendar days, searches
John’s and the owner’s calendar and finds, that a slot after 10 AM would be best as the
owner has a private (doctor’s appointment at 8 AM) and that Johnusually does not come
to work before 10 AM. As others are listening and the doctor’s appointment is deemed
to be a personal matter, the system decides not to use voice but rather display the infor-
mation on the smart device’s screen, signalling the owner of the potential availability
at the intended time and day.

Business Assistant While preparing a presentation for an upcoming meeting, a user re-
alises that they have created a slide on a similar topic not too long ago. By asking the IPA
“Can you find that slide with the figure on the different kinds ofmedia and the role they
play with regard to hate-speech for me?” a search is triggered. The IPA responds with
“You mean the one which you used at the speech you gave at the University of Vienna
in December?” turning speech into an interactive tool for search. Upon confirmation,
the correct information is provided.

Travel Trying to book a flight, the user tells their IPA “I’d like to fly to Boston next Tuesday
or Wednesday”. Recognising the intent to find a suitable connection, the IPA takes into
account that the user prefers direct flights, is an aficionado of new aircraft (so would
prefer e. g., an Airbus A350 or a Boeing 787), prefers airlines within the Miles andMore
group, hates Paris’ Charles-de-Gaulle airport andpreferswindow seat upfront. Further-
more, the IPA knows that the user’s home base inMunich, so the departurewould likely
be from there. Searching the respective databases, the system finds a small number of
flights fromMUC to BOS and presents the top-ranking one (Lufthansawhich happens to
be using the new A350-900 on this route) in a verbose manner whereas only pointing
out some key facts about the remaining flights. Receiving confirmation the dialogue
then proceeds to the actual booking.

Multimodal search While searching online for a new computer, using smart glasses and
voice, the user is presented with visual feedback about several models fitting the bill.
The user scrolls through the list and at the end of it finds that the 3rd model on the first
list of results suited them best. The user enters into a dialogue like the following “show
me thedetails again of that onewith thenew Intel quantumXYZCPUandwith the 100TB
drive, yes that one and the one below as well for comparison”. The IPA translates from
descriptive language into the actual items, taking into account the history and visual
positioning of previously shown results.

Personal Coach During a long day of tense and stressful business meetings, the IPA notices
an increased level of tension in the user’s voice. Combining information from wear-
ables, it determines that the user should definitely take a deep breath and maybe take
a short break before continuing. Taking into account the meeting’s state it sends a buzz
to alert the user and then uses a smooth and reconfirming voice to prompt her to open
the window and have a cup of coffee – taking into account that she has had one cup so
far and usually consumes up to five cups of coffee a day.

WP2: European Language Equality – The Future Situation in 2030 47



D2.14: Technology Deep Dive – Speech Technologies

9 Speech Technologies: Towards Deep Natural Language
Understanding

In this document, Natural Language Understanding is viewed and treated as a subset of the
field of Natural Language Processing which itself is a subfield of Artificial Intelligence. Fur-
thermore, as outlined in previous chapters, Speech Technologies form a subfield of NLP. The
term Deep in this context is interpreted as a means to distinguish this kind of NLU from pre-
vious approaches in two fundamental ways: the inclusion of a variety of knowledge sources
allowing for a richer and more complex manner of processing and interaction as well as the
use of DNNs (with multiple heterogeneous layers) to encompass several models which tra-
ditionally formed separate units into one overall model (E2E). Furthermore, these systems
and models may involve different modalities, receiving their input as a mix of audio, video
and text such as described by (Akbari et al., 2021).
As stated in the chapters above, in many instances the most natural manner for humans

to interact with machines is through voice. This entails using voice to issue commands or
queries as well as the use of voice for the generation of answers and statements29.
Certain types of scenarios (e. g., ones limiting the interaction to small, hand-held devices)

may call for voice-only interaction whereas other scenarios (e. g., allowing for feedback via
large screens, augmented- or virtual reality environments) may favour multimedia settings,
permitting the flowof information across differentmodalities in parallel. Yet other scenarios
may ask for communication completely without the use of audio, in particular when consid-
ering special needs and inclusive communication.
Speech technologies play a role in the ingestion of information – by acting as a kind of

sensor conveying linguistic as well as paralinguistic inputs and converting them into struc-
tured information. Equally, their use concerns the output of information in auditive (speech
but also non-speech, such as confirming “uh-huh”) form to communicate with human users.
Both directions of the flow of information apply to human-computer interaction as well as
human-to-human interaction in the case of groups of human users interacting with each
other or with computers, e. g., during meetings with intelligent assistants for transcription,
translation and summarization.
Speech technologies thus form an intermediate interface layer between humans and ma-

chines. Inbound (auditive) information is captured and enriched by ST before being passed
on to downstream Natural Language Understanding (NLU) processing. Outbound informa-
tion is enriched, transformed and eventually realised as audio based on content, structure
and meta-information provided by semantic components.
The semantics and interpretation of utterances as well as the generation of appropriate

responses based on a logical representation and state of a conversation fully resides within
the scope and components of NLU and technologies such as dialogue-managers (to carry on
conversations) or knowledge graphs (networks for semantic representation). As such, ST
provide essential contributions to the functioning of NLU both, in the input as well as the
output directions. However, they do not perform any semantic processing (understanding)
themselves.
As indicated above, visual cues such as gestures or manual articulation (sign-language)

may replace the audio-element of ST when operating in noisy environments or involving
hard hearing impaired or deaf people. Technologies from the field of visual processing as-
sume the roles of ST in these cases. The combination of modalities is also possible and may
be appropriate/imperative depending on the actual environment, such as working environ-

29 In saying so, we silently assume that “we expect to communicate with the computer in the same way we would
with another human” (Winograd, 2006). However, we acknowledge that theremight be practical and even philo-
sophical objections to encouraging people to attribute human qualities and abilities to their computers (idem).
Whether and to what extent this is possible is a matter of discussion.
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ments requiring a hands-free operation.
The contribution of ST towards achieving deep NLU may thus lie in the improvement and

extension of the individual technologies (both from accuracy as well as a language-/domain-
coverage perspective), from their integration into E2E systems allowing for joint operation
and optimisation, including different kinds of knowledge sources and from their flexible
and dynamic configuration depending on the state and context of an application or user.
Approaches including the combination of several modalities both, for input and for output
may likewise provide beneficial in the context of achieving deep NLU.
In many cases, the real power of NLU will become perceptible when it features as part of

a complex system functioning as a human-like counterpart in communication – exhibiting
context, history and elements of general intelligence. However, it may also be then, that
NLU is overshadowed by the cognitive downstream processing and eventually perceived as
amere commodity. The element of admiration and awe on part of the user will then concern
the complete systemperformance, withNLU itself disappearing in importance as a small part
of a much larger and complex intelligent system.

10 Summary and Conclusions
The substantial advances made in the field of ST over the past decades hold the potential for
disruptive innovation in many areas and application domains. Combined with the progress
of related fields such as AI, NLU, NLP and ML, they provide the basis for broad adoption of
speech and voice as the primarymodality to interact with computer systems as part of larger
and more complex systems modelling human-like communication and interaction.
This report has identified several fields and business domains that provide promising ar-

eas for the use of ST and their inclusion into larger solutions providing amore naturalmeans
of communication. However, at the same time, several issues and challenges have also been
identified which need to be addressed and resolved in order to make this promise mate-
rialise. The following list summarises the key elements identified within this report and
provides a list of directions and recommendations for possible future actions.
In general, ST are expected to become part of larger systems, interacting with users in a

human-like manner and thus allowing a wider adoption of ST, NLP and NLU. In parallel,
the individual technologies and components will continue to be improved, both in terms of
accuracy as well as of coverage (of language). All these strands of advancements can aid in
supporting the overarching goal of achieving digital language equality by providing services
made possible by these technologies to larger audiences or equal (similar) levels of scope
and performance.

Pandemic changes As people are nowmore used to online, collaborative environments due
to lockdowns and limited access to offices, they will likely want to keep using them.
This creates further demand for better andmore tightly integrated ST and downstream
processing.

The importance of data The availability/scarcity of training data is still a key factor in the
creation of ST as long as supervised paradigms prevail. Accessibility is often limited,
or even locked, with individual actors amassing massive amounts of data, effectively
creating monopolies for certain markets. Licenses and data related regulations as well
as operability and compatibility of different data resources and providers remains an
obstacle that needs to be addressed. Methods not relying on vast amounts of data (e. g.,
fine-tuning) form an active area of research. Furthermore, language-agnostic (or mul-
tilingual) models may provide answers and workarounds. Approaches like PARP (Lai
et al., 2021) already provide promising results but need to be extended further. Even if
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training paradigms might change to resemble human learning (focussing on complex
sequences rather than on single avalanches of data), this challenge will remain.

Multi-lingual, language-agnostic models “Take any language, for example, English ...” –
this has been a running gag in many institutions dedicated to ST, but it equally applies
to NLP andNLU. Even though the scope of languages supported by ST has increased dra-
matically over the past decades, English still holds a unique position when it comes to
resources. On the one hand, the creation of resources for further languages and dialects
(some may only be spoken) is an ongoing activity. On the other hand, the investigation
of phenomena that are only present in other language families forms an active area of
research around the globe. The creation of multi-lingual or language-agnostic models
provides further alleys for improvement.

Complex E2E systems, combined knowledge sources Substantial growth in the availabil-
ity of data for some languages paired with a boost of processing capabilities created
a trend of integrating models, which previously existed in isolation, into a combined
overall, model. Training and optimisation take place in a single framework rather than
individually, better capitalising on joint factors. Considerable progress in performance
has beenmade through this approach which can be expected to continue also in the fu-
ture. The integration of semantic components such as NLU or knowledge-graphs, into
these frameworks, may provide additional elements required for truly intelligent inter-
action. However, an increased lack of explainability may ensue from such integration
and prompt additional activities and parallel efforts to address this significant limita-
tion. Progress and collaboration with fields such as neuroscience and psychology may
lead to deeper and more human-like approaches to learning and modeling of cognitive
capabilities.

Diversity of context In current setups and applications, different components, including
ST, largely operate in an independent and isolated manner. For example, ASR recog-
nises speechwithout any specific context concerning dialogue-state or user-preferences
or intentions. The dynamic inclusion and integration of such further context would po-
tentially allow for ST to operate on a significantly higher level of accuracy, eliminating
errors and narrowing down alternatives based on the increased context and/or boost-
ing more sensible alternatives. Various ways for the fusion of information have been
investigated such as early and late fusion, but have not effectively come to fruition in
many circumstances. Novel ways employing systems, parallel systems for multiparty
conversation settings and multimodal approaches may provide a way forward.

Multimodality ST predominantly address the modality of using voice for interaction with
computers. This encompasses linguistic as well as paralinguistic elements and may ex-
tend to sign-language to some extent. The combination of ST with multimodal inputs
and outputs may provide a basis for next-generation HCIs. Inclusion of gestures, facial
expression, emotions or haptics as well as the generation ofmultimodal outputs reflect-
ing these elements may result in a much richer and more natural user experience and
lead to wider adoption and acceptance of ST.

Measuring performance, benchmarks and robustness WER has been the standard mea-
sure of performance for ASR for decades. Although this established measure allows
quantifying progress in ASR, it only tells part of the truth when it comes to the real
application of ASR and its combination with downstream processing. The evaluation
of TTS is still largely subjective and relies on human subjects and lacks a truly objec-
tive approach. In many fields of ST, performance has reached (near-) human levels
under controlled conditions with academic progress being significant in theory but of-
ten only marginal when translated into reality. A shift towards increasing robustness
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and generality of results may prove beneficial at this stage. Several standard datasets
for evaluation exist for a variety of ST and languages. However, for several areas, e. g.,
ones concerning paralinguistic phenomena or certain languages and dialects, no such
standard datasets exist and remain to be established.

ST as commodities Recent progress and an abundance of ST in chatbots likeAmazon’s Alexa
or Apple’s Siri may evoke expectations of ST being a mere commodity and raise unreal-
istic expectations on the part of casual users. On the one hand, like other technologies
and models, ST perform considerably worse when applied to conditions, unlike the
ones for which they were originally created. Adaptation and customisation to special
domains thus provide an opportunity and market niche for specialists. In addition,
the management of expectations and open communication about the possibilities but
also limitations on part of the ST community may help set expectations to realistic and
practical levels.

Digital language equality If an equal level of support across languages is the long-term
goal, it can be fully addressed neither in the current non-freemarket, digital oligopolies
dominated environment, nor by purely free-market mechanisms. Development and
progress in ST has been driven by commercial entities over the past years. These, un-
derstandably operate in terms of markets and shareholder value and thus will only be
willing to invest efforts on economically less appealing languages under certain limited
conditions, e. g., PR, influential individuals, policy-demands or when the profits fore-
seen for providing support for a less common language outweighs the marginal profits
that can be realised by providing an incremental improvement to one of the already
supported languages or dialects.

Biases and ethical issues The interest and concern about fairness and biases baked into
models and ethical issues relating to models and their use have been receiving in-
creased attention. Methods for detecting biases and de-biasing need to be improved
and are expected to become a more active area of development. Furthermore, access
to ST for people with disabilities and impairments, e. g., by the inclusion of visual pro-
cessing, needs to be extended. Cultural factors of language and its use (e. g., levels of
politeness etc.) should be configurable and adaptive to the situation at hand.
Another related ethical issue arises when considering influential agents and bots (Al-
louch et al., 2021). With the current and near-future state of the technology, many busi-
nesses, political parties and ideological movements may develop conversational agents
as a representative to convey their agenda and sway public opinion to get support for
their cause. Situations, where the agents’ identity is known or hidden, should be clearly
distinguished. Cases where a company or party is represented by a single conversa-
tional agent or by several, hundreds, or even thousands to create a representation of
mass support, should be clarified and marked. While many applications that integrate
ST and LT are useful and even necessary, these application scenarios should be closely
monitored for ethical and privacy aspects.

Transparency and interpretability Triggered by an increased interest in the fairness of the
application of AI systems, e. g., filtering and preliminary assessments of job applica-
tions, prison-parole, credits, sectors like NLP and ST are and justifiably will in future
continue to be confronted with similar questioning and scrutiny. Users are likely to
demand explanations on the capabilities and functioning of ST. Results are likely to be
questioned with some application areas demanding audits of models and algorithms.
Technical issues will need to be addressed and accompanied on a policy-making and
legislative level. Standardisation of evaluations and publication of results may func-
tion as motivating factors for providers to address these issues more thoroughly.
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Balance between convenience and privacy Scandals, data leaks and an increase in cyber-
crime have brought issues of security and privacy onto the table. On the one hand,
devices are ever more pervasive, taking ST into people’s offices and homes. IoT and
wearables will continue and further accelerate this trend. On the other hand, users are
becoming increasingly wary of the risks and undesired effects related to the introduc-
tion of ST. Clandestinemanners of data collection and eavesdropping infringing privacy
are published and castigated by the media. Actors risk suffering dire consequences if
they do not respond and put corrective measures into position. The balance between
convenience and privacy will remain a fluid one to be negotiated repeatedly and on
multiple levels.

Policies and regulations The legislation governing the acquisition, storage, transmission,
and use of personal data will have a significant impact on the future of ST and the
wider LT area. These in turn stem from user concerns and expectations, the influence
of interest groups both at the national and transnational levels as well as the rapid
developments in the relevant fields. Extrapolating from the current trends, the gap
between the regulations used in different regions will continue to widen. As AI tech-
nologies play a critical role in creating competitive advantages across a wide range of
human activities, including commercial, social, military, and intelligence, it is unlikely
that competing countries and regions will be able to reach a broad, far-reaching agree-
ment, resulting in one standardised set of regulations, respected and followed in prac-
tical settings in different sectors. The lawmakers’ decisions will thus have to consider
a wide and profound impact of their regulations, on the protection of citizens personal
data and privacy on the one hand, and on the pace of development in awider field of AI
technologies: research, development and application and the comparative advantages
and disadvantages vis-a-vis other regions and the global centres of the AI technologies
development.

ST impact on society As technologies are never socially neutral and need to be accepted by
society in order to be adopted, technological advancements as described in this docu-
ment are not exclusively technical ones, but need to be accompanied by progress from
the humanities. Multi-disciplinary approaches, as demonstrated by the rise of the dig-
ital humanities may prove advantageous also in these scenarios. As systems become
natural companions, the fields of psychology, neuroscience and philosophy will bring
newaspects and visions to the agenda and inspire novel approaches. Fear and anxieties
generated by overly aggressive marketing, science-fiction and disinformation need to
be met with prudent transparency, adequate management of expectations and accom-
panying policy measures. An inclusive approach in the sense of making ST (and AI)
visible, transparent and understandable to a larger public – a kind of AI-literacy in
the sense of media-literacy – may be a strong supporting topic for all above-mentioned
domains. An increase in transparency may be expected to lead to changes in what is
perceived as NLU (or AI): a deeper knowledge of algorithms and models made change
the notion of what intelligence per semeans –much as when viewing amosaic up close
and stating that it is “a mere collection of small tiles and some mud inbetween”, rather
than marvelling at the byzantine mosaics of the Hagia Sophia from below.
People have always tended to humanise machines. More powerful systems formed by
the combination and integration of technologies and components described abovemay
effectively be attributed human-like qualities and personhood by their users. It is im-
perative that ethical aspects of such interaction also be addressed in parallel with tech-
nological progress. Transparency, e. g., by chatbots introducing themselves and stating
clearly that they are amachine, and openness is among the key factors to be considered
when leaving users a freedom of choice rather than imposing technology on them. This
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certainly reaches far beyond ST but rather concerns AI in general.
Lastly, in trying to address the goals of establishing DLE and aiming to measure its
importance, we should maybe also ask ourselves what the consequences and effects
would be of NOT doing so.
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