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Executive Summary
The overall vision and unifying goal of the ELE Programme is to achieve complete digital lan-
guage equality in Europe by 2030. The programmewas prepared jointly with many relevant
stakeholders from the European Language Technology (LT), Natural Language Processing
(NLP), Computational Linguistics and language-centric AI communities, as well as with rep-
resentatives of relevant initiatives and associations, and language communities.
The ELE Programme is foreseen to be a shared, long-term, coordinated and collaborative

Language Technology funding programme tailored to Europe’s needs, demands and values –
among others, multilingualism and language equality in general. In terms of sharing, the EU
has the role of providing resources for coordinating the programme, for providing shared
infrastructures, for maintaining the scientific goals and programme principles etc. On the
other hand, the participating countries have the role of providing resources for the devel-
opment of technologies and datasets for their own languages. Key goals are to reduce the
technology gap between English and all other European languages and to address the lack
of available language data – this is true for all European languages except English. The ELE
Programme focuses upon openness: open source, open access and open standards as well
as interoperability and standardisation. It makes use of and strengthens existing as well as
emerging infrastructures and data spaces. With regard to the scientific dimension, the ELE
Programme attempts to achieve the goal of Deep Natural Language Understanding by 2030.
A key emphasis is on the creation of large open access languagemodels for all European lan-
guages including the creation of datasets, multilingual models, models that include symbolic
knowledge, models that include discourse features as well as grounding and other sophisti-
cated features that are currently out of reach for existing state of the art technologies. The
ELE Programme is foreseen to have a runtime of nine years, divided into three phases of
three years each. In addition to the overall coordination, the ELE Programme tackles the fol-
lowing overarching themes: Language Modelling, Data and Knowledge, Machine Translation,
Text Understanding and Speech. All of these interconnected themes focus upon the socio-
political goal of establishing digital language equality in Europe and on the scientific goal of
Deep Natural Language Understanding, both by 2030. The ELE Programme is designed in
such a way that it makes optimal use of infrastructures and services developed in relevant
other European initiatives.
The global NLP market is estimated to reach 341.7B$ by 2030. In contrast, the modest

investment needed to implement the ELE Programme will not only bring about digital lan-
guage equality in Europe, it will also move European research and industry in this field into
a dominating position for years to come.

Note on version 0.9 of this document (published on 7 November 2022): Parts of the implemen-
tation recommendations (Section 6) and the roadmap (Section 7) still need to be finalised
internally and then included in this document, which will then advance to version 1.0.

WP3: Development of the Strategic Agenda and Roadmap 1
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1 Multilingual Europe and Digital Technologies
In varietate concordia (in English: united in diversity1) is the official Latin motto of the EU,
adopted in 2000. According to the European Commission,

The motto means that, via the EU, Europeans are united in working together for
peace and prosperity, and that the many different cultures, traditions and lan-
guages in Europe are a positive asset for the continent.2 [emphasis added]

In Europe’s multilingual setup, all 24 official EU languages are granted equal status by the
EU Charter and the Treaty on the EU; moreover, the EU is home to over 60 regional and
minority languages which are protected and promoted under the European Charter for Re-
gional or Minority Languages (ECRML) treaty since 1992,3 in addition to migrant languages
and various sign languages, spoken by some 50 million people. Furthermore, the Charter of
Fundamental Rights of the EU under Article 214 states that,

Any discrimination based on any ground such as sex, race, colour, ethnic or social
origin, genetic features, language, religion or belief, political or any other opin-
ion, membership of a national minority, property, birth, disability, age or sexual
orientation shall be prohibited. [emphasis added]

However, language barriers still hamper cross-lingual communication and the free flow of
knowledge and thought across languages. Multilingualism is one of the key cultural corner-
stones of Europe and signifies part of what it means to be and to feel European. However,
no common EU policy has been proposed to address the problem of language barriers.
To help repair the economic and social damage caused by the pandemic, the EU has agreed

on a recovery plan to lead the way out of the crisis towards a modern and more sustainable
Europe. The EU’s long-term budget for 2021-2027, coupled with NextGenerationEU, the tem-
porary instrument designed to boost the recovery, will be the largest stimulus package ever
financed through the EU budget. A total of €1.8 trillion will help rebuild a post-COVID-19 Eu-
rope.5 NextGenerationEU is a €750 billion temporary recovery instrument to help repair the
immediate economic and social damage brought about by the coronavirus pandemic. More
than 50% of the amount will support modernisation, for example through research and in-
novation, via Horizon Europe and the digital transition, via the Digital Europe Programme.6
The European Language Technology (LT) community is committed to do the research, de-

velopment and deployment of ground-breaking and novel technologies in order to success-
fully turn a linguistically fragmented Europe into a truly unified and inclusive one. By fully
supporting the rich and diverse linguistic cultural heritage frombroadly spoken languages to
minority and regional languages as well as the languages of immigrants and important trade
partners, it will benefit the European citizen, European industry and European society.
Europe is in need of powerful LT made in Europe for Europe and all European citizens,

tailored to its specific cultures and societies as well as economic demands. While language
diversity is at the core of Europe’s identity and multilingual society, many languages are
in danger of digital extinction because they are not sufficiently supported through LT. The
META-NETWhite Paper Series (RehmandUszkoreit, 2012) and its follow-up language reports
have revealed that there is a steadily increasing and rather severe threat of digital extinction
for most European languages. The study “Language Equality in the Digital Age – Towards a
1 https://europa.eu/european-union/about-eu/symbols/motto_en
2 http://europa.eu/abc/symbols/motto/index_en.htm
3 https://en.m.wikipedia.org/wiki/European_Charter_for_Regional_or_Minority_Languages
4 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:12012P/TXT
5 https://ec.europa.eu/info/strategy/recovery-plan-europe_en
6 https://digital-strategy.ec.europa.eu/en/activities/digital-programme
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Human Language Project”, commissioned by the European Parliament’s Science and Tech-
nology Options Assessment Committee (STOA), recommended to initiate a new, large-scale
European LT research, development and innovation programme in response to this threat.
Shortly after the publication of this study in 2018, the European Parliament adopted with
a landslide majority of 592 votes in favour a resolution on “language equality in the digi-
tal age” that also included the suggestion to intensify research and funding to achieve deep
natural language understanding. Multilingualism is under the scope of a series of EU policy
areas, including culture, education, the economy, the Digital Single Market (DSM), lifelong
learning, employment, social inclusion, competitiveness, youth, civil society, mobility, re-
search and media. More attention needs to be paid to removing barriers to intercultural
and interlinguistic dialogue, and to stimulate mutual understanding (Rehm and Uszkoreit,
2012; STOA, 2017; European Parliament, 2018). Sophisticated multilingual, crosslingual and
monolingual technologies for all European languages would future-proof our languages as
cornerstones of our cultural heritage and richness
In recent years, European research in LT has been facing increased competition fromother

continents, especially with regard to breakthroughs in Artificial Intelligence (AI). These sci-
entific breakthroughs have not only led to global commercial successes, but also encouraged
European scientists, including young high achievers, to leave Europe and continue their re-
search abroad.
The European LT community is committed to providing robust and novel technologies in

order to successfully turn a fragmented environment into a truly unified and inclusive Eu-
rope, supporting our rich anddiverse linguistic heritage. Thereby, EuropeanLT should foster
and support multilingualism while strictly adhering to European values such as privacy by
design, transferability, fairness, diversity and openness, transparency and accountability,
public wealth, individual rights and collective purposes.
Recognizing that European languages are currently not equally served and supported in

terms of digital services and opportunities will encourage the development of technologies,
tools and resources that at present are available only for a small number of thriving lan-
guages.

1.1 Europe’s Languages in the Digital Sphere
Natural language is at the heart of human intelligence.
Languages are themost common and versatile way for humans to convey and access infor-

mation. We use language, our natural means of communication, to encode, store, transmit,
share andmanipulate information. We use language in everyday life, to interact with others
and our environment and as social glue, to express and to explain ourselves, to convince,
agree with, rebut others etc. Our laws and constitutions are written in language. We use
it in science, commerce, in teaching and passing on knowledge to the next generations, for
pleasure, creativity and aesthetic enjoyment in puns, jokes and art. History and culture are
recorded, interpreted and enjoyed through language. Our languages are a core part of our
identities.
Human languages are incredibly complex: a single word (phrase, sentence, text) can have

many meanings, a single meaning can be expressed by many different words (but meaning
depends on linguistic and situational context), we can use language literally and metaphori-
cally, language and knowledge are highly intertwined, we do not articulate important parts
of a message if these parts are presumed shared knowledge by the community (this includes
situational knowledge), important parts of meaning reside in what can be inferred from
what has been said etc. At the same time, language changes: new words are invented, some
old ones are dropped, even the structure (syntax and morphology) of languages and the
meaning of words change over time. These aspects make human languages fundamentally
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different from the formal languages of mathematics, logic and computer science. This is also
what makes human languages so efficient, elegant, flexible and enjoyable. Finally, there are
many human languages (6000+), not even counting regional and dialectical variants. All
these aspects are at the core of human languages and they make it hard for computers to
“fully understand” human language and to “properly” process human language in the con-
text of “full and deep understanding”.
Languages are at the heart of every aspect of life and their role is crucial to the future of

European countries, citizens, businesses, and of the Union as a whole. Language equality
(Gaspari et al., 2022b) can deliver impact in the following four high-priority areas.

• Language equalitywill have a positive and unprecedented impact on under resourced
European languages. It needs to be ensured that no European languages remain under-
resourced, but that they can be equippedwith the same very high level of technological
support already enjoyed by very few of them. This, in itself, will deliver major impact
on all European citizens and businesses: supporting all languages in the interest of
equality and fairness empowers and brings advantages to their speakers, while reflect-
ing the democratic and inclusive spirit of the EU.

• Language equality will make a contribution to establishing a fair, inclusive and sus-
tainable multilingual DSM: this will be achieved by helping to make all European lan-
guages future-proof through digital technologies, and especially preventing the threat
of digital extinction for the ones that suffer from chronic weak support. By fostering a
more inclusive and cooperative business and social environment, companies and cit-
izens will benefit from sharing knowledge, digital services and products on an equal
footing, overcoming the fragmentation that is caused by several European languages
lagging behind, which severely penalizes their speakers as well as regional and local
communities. Action in this vital area is particularly urgent due to the increasing range
of economic, educational and social opportunities that are afforded online and deliv-
ered remotely, from e-commerce to online shopping, to web-based recruitment ser-
vices, online teaching programmes and professional training courses, etc.

• Language equality will help science and research in Europe, mobilising and leverag-
ing their full potential to start reclaiming scientific and industrial leadership from US-
based and Asian competitors, particularly tech giants as well as academic institutions
and research centres, that pose fierce competition in several research-led fields. It will
instigate regional, national and EU-wide collaboration among scientists from academia
and industry covering a broad range of disciplines, ensuring the mix of competencies
that is required to deliver substantial impact at the forefront of scientific and techno-
logical advancement.

• Language equality will act as a multiplier of opportunities. It will help to aggregate
the players that are required to unlock the full potential of an EU-wide effort to ex-
change and share widely-agreed methodologies, resources and technologies with a fo-
cus on promoting the digital equality of European languages: this will benefit the use
and promotion of all European languages, encouraging in particular those that have
traditionally lagged behind.

1.2 What is Language Technology and how can it help?
Language Technology (LT) is concerned with studying and developing systems capable of
processing human language. Over the years, the field has developed different methods to
make the information contained inwritten and spoken language – and increasingly for other
modalities such as sign language, for example – explicit or to generate or synthesise written
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or spoken language (see Section 3 for more detail). Despite the inherent difficulty of many
of the tasks performed, current LT support allows many advanced applications which have
been unthinkable only a few years ago. Language Technology is present in our daily lives,
for example, through search engines, recommendation systems, virtual assistants, chatbots,
text editors, text predictors, automatic translation systems, automatic subtitling, automatic
summaries, inclusive technology, etc. Its rapid development in recent years predicts even
more encouraging and also exciting results in the near future.
Language Technology is providing solutions for the following main application areas:

• Text Analysis which aims at identifying and labelling the linguistic information un-
derlying any text in natural language. This includes the recognition of word, phrase,
sentence and section boundaries, recognition of morphological features of words, of
syntactic and semantic roles aswell as capturing the relations that link text constituents
together.

• Speech processing aims at allowing humans to communicate with electronic devices
through voice. Some of themain areas in Speech Technology are Text to Speech Synthe-
sis, i. e. the generation of speech given a piece of text, Automatic Speech Recognition,
i. e. the conversion of speech signal into text, and Speaker Recognition (SR).

• Machine Translation i. e. the automatic and assistive technologies to help translating
from one natural language (including sign languages) into another.

• Information Extraction and Information Retrieval which aim at extracting struc-
tured information from unstructured documents, finding appropriate pieces of infor-
mation in large collections of unstructuredmaterial, such as the internet, and providing
the documents or text snippets that include the answer to a user’s query.

• Natural Language Generation (NLG) is the task of automatically generating texts.
Summarisation, i. e. the generation of a summary, the generation of paraphrases, text
re-writing, simplification and generation of questions are some example applications
of NLG.

• Human-Computer Interaction aims at developing systems that allow the user to con-
versewith computers using natural language (text, speech and non-verbal communica-
tion signals, such as gestures and facial expressions). A very popular applicationwithin
this area are conversational agents (better known as chatbots).

1.3 Language Technology and Artificial Intelligence
LT is at the heart of the software that processes unstructured information and exploits the
vast amount of data contained in text, audio and video files including those from the web,
social media, etc. Only the proper application of LT will allow processing and understand-
ing, i. e., making sense of these enormous volumes of multilingual written and spoken data
in sectors as diverse as health, justice, education, or finance. LT applications such as speech
recognition, speech synthesis, textual analysis and machine translation are actually used by
hundreds of millions of users on a daily basis. As reflected in the European, national and
regional AI and LT strategies both inside and outside Europe (Aldabe et al., 2021a), LT is out-
lined as one of the most relevant technologies for society, as seen by its inclusion in all the
prioritized strategic areas for developing research, development and innovation (R&D&I) ac-
tivities. LT is multidisciplinary in nature since it combines knowledge in computer science
(and specifically in AI), mathematics, linguistics and psychology among others. This unique-
ness must be considered in any public or private initiative in AI that includes LT.
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In recent years, the LT community is contributing to the emergence of powerful new deep
learning techniques and tools that are revolutionizing the approach to LT tasks. We are grad-
ually moving from a methodology in which a pipeline of multiple modules was the typical
way to implement LT solutions, to architectures based on complex neural networks trained
with vast amounts of data, be it text, audio or multimodal. The current success in several ar-
eas of AI is possible because of the conjunction of four different research trends: 1) mature
deep neural network technology, 2) large amounts of data (and for NLP processing large and
diverse multilingual data), 3) increase in high performance computing (HPC) power in the
formof GPUs, and 4) application of simple but effective self-learning approaches (Goodfellow
et al., 2016; Devlin et al., 2019; Liu et al., 2020; Torfi et al., 2020; Wolf et al., 2020).
These international reports, in addition to several others, prepared between 2018 and

2022, place LT as one of the three most important functional application areas within AI
together with Vision and Robotics. Automatic language understanding is perceived as one
of the fundamental goals of AI, and, in turn, it is also considered one of its main challenges.

1.4 The European Language Technology Community
The success of the European LT community critically depends on the close collaboration and
cooperation with many different stakeholders, most importantly in industry and research,
but also in administration, politics, civil society and standardisation as well as on powerful
instruments for informing and mobilising stakeholders on the regional, national and inter-
national level.

1.4.1 The European Language Technology Community: Research

Europe has a long-standing research, development and innovation tradition in LT with over
800 centres performing excellent, highly visible and internationally recognised research on
all European and many non-European languages.
Research centres, universities and other academic institutions that do research in Lan-

guage Technology, Computational Linguistics, Language-centric AI, Knowledge Technolo-
gies, Cognitive Science, Linguistics etc. form one important branch of the Language Tech-
nology Community.
Founded in 2010, META-NET7 is a European Network of Excellence dedicated to the tech-

nological foundations of a multilingual and inclusive European society, bringing together 60
research centres in 34 European countries. One of its main goals is technology support for
all European languages as well as fostering innovative research by providing strategic rec-
ommendations with regard to key research topics (Rehm and Uszkoreit, 2013). META-NET
inspiredMETA-SHARE,8 an infrastructure bringing together providers and consumers of lan-
guage data, tools and services and providing a network of repositories that store resources,
documented with high-quality metadata aggregated in central inventories (Gavrilidou et al.,
2012; Piperidis et al., 2014).
CLARIN (Common LAnguage Resources and technology INfrastructure) is one of the pan-

European research infrastructures (RIs) that form the RI landscape that is supported and
monitored by ESFRI.9 It is strongly rooted in the humanities and the field of NLP and has the
mission to create andmaintain an infrastructure to support the sharing, use and sustainable
availability of language data and tools for research in the Social Sciences and Humanities
(SSH) and beyond.10 Since its early days, the CLARIN consortium has aimed at building both

7 http://www.meta-net.eu
8 http://www.meta-share.org
9 https://www.esfri.eu/esfri-roadmap-2021
10 See https://www.clarin.eu/content/vision-and-strategy
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a technical infrastructure and a sustainable organisation for collaboration and coordina-
tion across the participating national consortia, as well as the exchange of knowledge and
best practices, (see e.g. Broeder et al. (2008); Hinrichs and Krauwer (2014)). The CLARIN in-
frastruсture adheres to the interoperability paradigm on several levels, including metadata
harmonisation and standardisation (de Jong et al., 2020). The CLARIN consortium was es-
tablished as a legal entity in 2012. It is a so-called ERIC (European Research Infrastructure
Consortium), which is based on a model for funding and governance by the participating
parties, with room for in-kind contributions from national consortia and independent third
parties, both from Europe and beyond.
The Confederation of Laboratories forArtificial IntelligenceResearch in Europe (CLAIRE)11

is an organisation created by the European AI community that seeks to strengthen European
excellence in AI research and innovation, with a strong focus on human-centred AI. CLAIRE
aims to ensure that societies and citizens across all of Europe, and beyond, benefit fromAI as
amajor driver of innovation, future growth and competitiveness, and to achieve world-wide
brand recognition for “AI made in Europe”.
Founded in 2018, CLAIRE has garnered the support of more than 3,700 AI experts and

stakeholders, who jointly represent the vast majority of Europe’s AI community, spanning
academia and industry, research and innovation. Among them are more than 140 fellows
from various key scientific associations. CLAIRE’s membership network consists of over 430
research groups and institutions, covering jointly more than 24,000 employees in 37 coun-
tries. Furthermore, CLAIRE has recently set up an Innovation Network that, together with
the established Research Network, will foster a strong link between research and industry.
CLAIRE strongly believes that LT andNLPplay a key role not only in Europebut also around

theworld. CLAIRE supports themission to leverage the capabilities and potential in that area
for the benefit of everyone. According to a survey recently conducted among the CLAIRE
member groups, 44.9% indicated to have (some) expertise in NLP. CLAIRE has an Advisory
Group on NLP12 consisting of high-caliber European NLP and LT scientists for advice on the
needs of the community and on how to connect to it.

1.4.2 The European Language Technology Community: Industry

The European LT industry has been estimated to comprise 435 companies, according to LT-
Innovate (2016) or 473 LT vendors in EU26 plus Iceland and Norway in 2017 (Vasiljevs et al.,
2019).
The European Language Grid (ELG)13 is a direct follow-up project to META-NET. The data

sets, resources, models, tools from META-SHARE and other initiatives such as ELRC-SHARE
and ELRA have been added to the ELG catalogue.
The ELG cloud platform is targeted to evolve into the primary platform for Language Tech-

nology in Europe. Its aim is to provide one umbrella platform for the Language Technology
developed by the European LT community, including research and industry, addressing a
gap that has been repeatedly raised by the European Parliament (STOA, 2017; European Par-
liament, 2018) and by the European LT community in a number of strategy papers through-
out the years (Rehm and Uszkoreit, 2013; Rehm et al., 2016b; Rehm, 2017; Rehm and Hegele,
2018; Rehm et al., 2020b,a).
The ELG is meant to be a virtual home and marketplace for all products, services and or-

ganisations active in the LT space in Europe (Rehm et al., 2020a). It enables the European
LT community to deposit and upload their technologies and data sets and to deploy them
through the grid. The platform can be used by all stakeholders to showcase, share and dis-

11 https://claire-ai.org
12 https://claire-ai.org/iags
13 https://www.european-language-grid.eu
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tribute their products, services, tools and resources. At the point of writing, the ELG is still
funded by the EU (2019-2022); it will establish a legal entity in the first half of 2022, so that
the platform can continue to provide access to the commercial and non commercial tools
and services as well as language resources it hosts.
In a wider context, the ELG is also meant to support digital language equality in Europe

(STOA, 2017; European Parliament, 2018), i. e., to create a situation in which all languages
are supported through technologies equally well. The current imbalance is characterised by
a stark predominance of language resources for English, while almost all other languages
are only marginally supported and, thus, in danger of digital language extinction (Rehm and
Uszkoreit, 2012; Kornai, 2013; Rehm et al., 2014, 2016a; Berzins et al., 2019a).
In October 2022, the ELG catalogue comprises more than 880 commercial entities, also

including integrators and a certain number of user companies (Rehm et al., 2020a, 2021).

1.4.3 Users of European Language Technology

Users of European LT form a diverse target group that can include virtually everyone in Eu-
rope. Language Technology is nowadays used by very large segments of the European pop-
ulation, often even unconsciously. Despite the fact that this group is heterogeneous, sectors
and industries like media and broadcasting networks, healthcare, banking and insurance,
e-commerce, mobility, telecommunications or public administrations have been identified
to profit immensely.
Many of these industry and public stakeholder groups would highly benefit from LT sys-

tems but do not have access to it. Relevant technologies to be explored include LT applica-
tions that are specific to a work environment: customer interaction technologies in business
and trade, educational applications, e. g. for language training, documentation and support
systems in hospitals and care facilities or chatbots for queries in administrations on local,
regional and national levels, to name a few.
Language communities include all speakers of Europe’s languages, essentially all Euro-

pean citizens. Different language communities have different needs, but especially com-
munities with smaller numbers of speakers rely on the support of these federations. Here,
the notion of trust again plays a crucial role. These representative bodies give a voice to
communities that would otherwise hardly be heard. That having been said, especially these
language communities can benefit the most from the mutual goal of establishing digital lan-
guage equality in Europe. There are numerous related umbrella networks and initiatives
that are of importance.
The European Federation of National Institutions for Language14 (EFNIL) provides a fo-

rum for member institutions to exchange information about their work and to gather and
publish information about language use and language policy within the European Union.
In addition, the Federation encourages the study of the official European languages and a
coordinated approach towards mother-tongue and foreign-language learning, as a means of
promoting linguistic and cultural diversity within the European Union.
The European Language Equality Network15 (ELEN) has as its goal the promotion and pro-

tection of European lesser-used (i.e. regional, minority, endangered, indigenous, co-official
and smaller national) languages, to work towards linguistic equality for these languages,
and multilingualism, under the broader framework of human rights, and to be a voice for
the speakers of these languages at the local, regional, national, European and international
level. ELEN is a non-governmental organisation. ELENwas established in 2011 based on the
former European Bureau for Lesser Used Languages’ (EBLUL) member-state committees,
Eurolang, plus many umbrella and individual language NGOs frommost EU member states.

14 http://www.efnil.org
15 https://elen.ngo
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ELEN’s purpose is to represent the 50 million people, 10% of the EU’s population, who speak
a regional, minority, or endangered language. ELEN represents 44 regional, minority and
endangered languages in 18 States, so far.
The European Civil Society Platform for Multilingualism16 (ECSPM) is an alliance for lan-

guages and multilingualism in Europe, making possible the cooperation between European,
national, and international networks, organisations, federations and associations that view
multilingualism as an asset for European economic, social, cultural development, and as a
facilitator for intellectual growth, social, and personal development. It aspires to be a strong
voice of Europe’s civil society, promoting language policies for multilingualism in all aspects
of social life by way of focusing on people, and on their ability to use a variety of semiotic
resources to access education, social affairs and culture, to participate as active citizens in
the EU, shaping its making, benefiting from better communication, wider employment and
business opportunities.
The Ligue des Bibliothèques Européennes de Recherche – Association of European Re-

search Libraries17 (LIBER) is the voice of Europe’s research library community. Approxi-
mately 420 national, university and other libraries are part of LIBER and our wider network
includes goal-oriented partnerships with other organisations in Europe and beyond.
The New EuropeanMedia18 (NEM) Initiative was established as one of the European Tech-

nology Platforms under the Seventh Framework Programme, aiming at fostering the con-
vergence between consumer electronics, broadcasting and telecoms in order to develop the
emerging business sector of networked and electronic media. In order to respond to new
needs and requirements of the Horizon 2020 programme, the NEM initiative enlarged its
focus towards creative industries and changed its name fromNetworked and Electronic Me-
dia Initiative to New European Media, dealing with Connected, Converging and Interactive
Media & Industries, driving the future of digital experience.
Wikipedia19 is a free content, multilingual online encyclopedia written andmaintained by

a community of volunteers through amodel of open collaboration, using awiki-based editing
system. Wikipedia is a project of theWikimedia Foundation, a non-profit organisationwhose
aim is to bring knowledge to everyone on the planet. Wikipedia is the best-knownproject, but
Wikimedia offers many other services such as Wiktionary,20 a free dictionary orWikidata,21
which is a collaborative, free and open knowledge base that stores structured information.
Its main advantage is that it offers linked data, described using RDF, which allows data to be
linked to other datasets in other digital repositories.

1.4.4 Relevant Initiatives

Over the coming years, AI is expected to transformnot only every industry, but also society as
a whole. While other tasks such as image recognition and robotics have provided testbeds
for massive new scientific breakthroughs, LT and NLP are, by now, considered important
driving forces. There are several European initiatives that dominate current research and
development, many of which have close ties to the ELE project, such as ELG and CLARIN.
The European Commission recently announced that it will set up common European Data

Spaces as an integral part of the Digital Europe Programme. The aim of these data spaces
is to connect data from various ecosystems and sectors that is currently fragmented and
dispersed, while enabling an interoperable and trusted environment for data processing.
To extract information from multimodal language data, services trained on large data sets
16 https://ecspm.org
17 https://libereurope.eu
18 https://nem-initiative.org
19 https://www.wikipedia.org/
20 https://www.wiktionary.org/
21 https://www.wikidata.org/wiki/Wikidata:Main_Page
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are necessary. The space will be deployed in two work strands. The first will establish an
institutional Centre of Excellence for Language Technology (CELT) making use of existing
EU initiatives of language data collections such as ELRC, EURAMIS, SCIC repositories, IATE,
CLARIN, and META-SHARE. The second will support the deployment of the Language Data
Space22 on the basis of existing EU initiatives such as the European Language Grid and CEF
Automated Translation (eTranslation and other LTs) (Support Centre for Data Sharing, 2022).
Another initiative to build a high-performance data infrastructure for Europe which is

competitive, secure and trustworthy is Gaia-X.23 Representatives from business, politics, and
science from Europe and around the globe are working together, hand in hand. Companies
and citizens will collate and share data – in such a way that they keep control over them.
They should decide what happens to their data, where it is stored, and always retain data
sovereignty. The architecture of Gaia-X is based on the principle of decentralisation. Gaia-
X is the result of a multitude of individual platforms that all follow a common standard –
the Gaia-X standard. The result will be a networked system that links many cloud services
providers together (Bundesministerium für Wirtschaft und Energie, 2020).

1.5 Market Opportunities
LT is one of the most important AI application areas with a fast growing economic impact.
Funding for LT start-ups is booming.24 Early-stage funding in 2021 amounts to just over USD
1 billion for companies that offer solutions that are based on or make significant use of NLP,
providing a picture of what funders think is innovative.25 Reports from various consulting
firms forecast enormous growth in the global LT market based on the explosion of applica-
tions observed in recent years and the expected exponential growth in unstructured digital
data. For instance, according to an industry report from 2019,26 the global NLP market size
is set to grow from USD 10.2 billion in 2019 to USD 26.4 billion by 2024, at a CAGR of 21.0
percent, during the forecast period 2019-2024.27 According to another report from the end
of 2019,28 the global NLP market was valued at USD 8.5 billion in 2018, which is expected to
reach USD 23.0 billion by 2024, registering a CAGR of 20.0% during the forecast period. A
report from 2020 highlights that the global NLP market size stood at USD 8.61 billion in 2018
and is projected to reach USD 80.68 billion at 2026, exhibiting a CAGR of 32.4% during the
forecast period.29 Another report from 2020 estimates the global LT market to reach USD 41
billion by 2025.30 In a report from 2021, the global LT market was already valued at USD 9.2
billion in 2019 and is anticipated to grow at a CAGR of 18.4% from 2020 to 2028.31 Due to the
COVID-19 crisis, the global market for NLP hit already USD 13 billion in the year 2020 and
is projected to reach USD 25.7 billion by 2027, growing at a CAGR of 10.3% over the analysis
period 2020-2027 according to a report from 2021.32 The rated NLP market size for the year
22 https://digital-strategy.ec.europa.eu/en/funding/language-data-space-call-tenders
23 https://www.data-infrastructure.eu/
24 https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/

?sh=429aff902b14
25 https://towardsdatascience.com/nlp-how-to-spend-a-billion-dollars-e0dcdf82ea9f
26 https://www.businesswire.com/news/home/20191230005197/en/Global-Natural-Language-Processing-NLP-

Market-Size
27 https://www.analyticsinsight.net/potentials-of-nlp-techniques-industry-implementation-and-global-market-

outline/
28 https://www.vynzresearch.com/ict-media/natural-language-processing-nlp-market
29 https://www.fortunebusinessinsights.com/industry-reports/natural-language-processing-nlp-market-101933
30 https://www.globenewswire.com/news-release/2020/07/10/2060472/0/en/Natural-Language-Processing-NLP-

Market-to-reach-US-41-billion-by-2025-Global-Insights-on-Trends-Leading-Players-Value-Chain-Analysis-
Strategic-Initiatives-and-Key-Growth-Opportunit.html

31 https://www.globenewswire.com/news-release/2021/03/22/2196622/0/en/Global-Natural-Language-Processing-
Market-to-Grow-at-a-CAGR-of-18-4-from-2020-to-2028.html

32 https://www.researchandmarkets.com/reports/3502818/natural-language-processing-nlp-global-market
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https://www.researchandmarkets.com/reports/3502818/natural-language-processing-nlp-global-market
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2028 suggested by another report exceeds the previous estimated figures by far naming an
amount of USD 127.26 billion at a CAGR of 29.4% in the forecasted period.33 A recent report
estimates that NLP specifically in Europe will witness market growth of 19.7% CAGR and is
expected to reach USD 35.1 billion by 2026.34 Finally, another current report rates the size
of the NLP market by 2027 as approximately USD 48.46 billion and market growth of 21.3%
CAGR.35

2 Trends and Mega-Trends in Digital Technologies
There are diverse trends and megatrends that bear closely on digital technologies. Among
others, these include accelerating hyperconnectivity, shifts in the nature of work, increasing
digitalization, newmodes of learning, expanding consumerism, novel approaches to politics
and governance, changes in healthcare, and the rapidly evolving field of AI. While the future
course of these trends cannot be knownwith certainty, their current trajectories suggest that
LT will play a deciding role in how they unfold. It is therefore beneficial to briefly outline in
broad strokes some of the ways digital technologies fit within and shape these trends.
The digital world, still relatively young, is rapidly consolidating into a space that exists

alongside our physical reality. As connections deepenandmultiply between these two spheres,
our digital lives require tools and resources that permit and facilitate interaction with and
within the virtual realm. Among these aremeans to transcend the linguistic barriers thatwill
become evermore problematic as interconnectedness condenses, without forgetting that lan-
guages which do not possess sufficient technological support may very well be left behind.
LT is uniquely positioned to solve many of the obstacles associated with cross-language dig-
ital communication, including those that inhibit the flow and accessibility of information
and knowledge across Europe (Gomez-Perez et al., 2022). It is also worth remembering that
as individual digital technologies begin to work in unison with greater ease, ambient in-
telligence will become more pervasive, responsive and natural-feeling. As LT advances, it
may soon be difficult to distinguish human-computer from human-human communication,
a phenomenon that will helpmake collaborationwith AI commonplace and propel the use of
augmented intelligence, such as intelligent personal assistants (Kaltenboeck et al., 2022). By
way of example, it is anticipated that half of all knowledge workers will utilize an AI-based
virtual assistant on a daily basis by 2025 (up from only 2% in 2019). This development could
have economic impacts aswell. Gartner predicts AI augmentationwill surpass all other types
of AI initiatives in terms of business value by 2030.36

2.1 Digital Twins and Personal Virtual Worlds
The growing hyperconnectivity, the interaction between data, computers and devices, is fre-
quently catalyzed by the use of AI and sophisticated LT (STOA, 2017; Davis and Philbeck,
2017).37 Both aid, for instance, in the construction of digital twins, a trend that relies on
machine learning to lend decision-making capabilities to virtual replicas of actual objects or

33 https://www.analyticsinsight.net/the-global-nlp-market-is-predicted-to-reach-us127-26-billion-by-2028/
34 https://www.analyticsinsight.net/nlp-in-europe-is-expected-to-reach-us35-1-billion-by-2026/
35 https://www.globenewswire.com/en/news-release/2022/05/25/2450815/0/en/Global-Natural-Language-

Processing-Market-is-Expected-to-Represent-a-Value-of-USD-48-46-billion-by-2027-Fior-Markets.html
36 https://blogs.gartner.com/anthony_bradley/2020/08/10/brace-yourself-for-an-explosion-of-virtual-assistants/

and https://www.gartner.com/en/newsroom/press-releases/2019-08-05-gartner-says-ai-augmentation-will-
create-2point9-trillion-of-business-value-in-2021

37 https://knowledge4policy.ec.europa.eu/accelerating-technological-change-hyperconnectivity_en; https:
//knowledge4policy.ec.europa.eu/foresight/topic/accelerating-technological-change-hyperconnectivity/
developments-forecasts-accelerating-technological-change-hyperconnectivity_en
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systems. Utilizing data-driven AI models, digital twins are increasingly prevalent in a va-
riety of social sectors, such as urban planning and domotics, where they can help test city
development strategies or manage a household’s technical facilities. In a related trend that
portends to accelerate, consumers are more willing to spend in order to customize lateral
personal virtual worlds. The importance of digital technologies in this area, along with the
spread of online personalized shopping experiences, should not be underestimated given
that the global middle class may number close to five billion people by 2030, an increase in
purchasing power that will influence consumption patterns significantly. A corollary to this
development is the belief that AIwill addmore than €15 trillion to the global economyduring
this time and that its market valuation will reach €1.4 trillion by 2029, up from €387 billion
in 2021 (Backfried et al., 2022).38 Part of this will come from AI software revenue, which is
forecasted to grow significantly.

2.2 LT and the Workplace
Growing digitalization and hyperconnectivity are changing the nature of work, giving rise to
new types of employment and a reorganization of business models. The use of professional
networks and jobdatabases in employment, for instance, is a trend that is accelerating. These
AI-powered services enable employers and job-seekers alike to match CVs with employment
opportunities (Gomez-Perez et al., 2022). Presently, work in the digital age is increasingly
decentralized and characterized by greater flexibility, while automation and AI are creating
demand for digital and knowledge-based skills. It is believed that AI will continue to shape
the workplace by increasing productivity and easing work-flowmanagement.39 In fact, AI is
already being utilized by employers as ameans to sync projects with employees according to
particular skill sets and to assessmerit-based promotion. And graph technology for analytics
is on the rise in the business world as well. By 2023, graph technologies will facilitate rapid
contextualization for decisionmaking in 30% of organizations worldwide. The labor market
has yet to feel the full force of these transformations in terms of job loss, but it is possible
that automation andAI-enabledmachinesmay eventually lead to disruption in employment.
At the same time, a report issued by the IT consulting firm Accenture estimates that AI may
double the annual economic growth rates in several developed countries by 2035.40 Indeed,
digital technology has the potential to generate employment and 1.75million new jobs in the
area of ICT are expected to be created by the end of this decade.41

2.3 Education and Training
New employment opportunities will require a workforce that is not only skilled in the use
and maintenance of digital and AI technologies, but also well-suited for knowledge creation
and dissemination in the information economy. If this trend continues to develop, workers
may be asked to becomeproficient at deploying a set of digital skills andAI tools that are com-
mon across several professions. Movement in this direction is already underway, as attested
to by personalised training programs and platforms, many based on LT, that are in place to
create a digitally-skilled workforce. Moreover, increased demand for digital skills and fa-
miliarity with AI will put more focus on ensuring they are taught to children, teenagers and
young adults as part of school and university curricula. It is likely that digital competence,

38 https://www.fortunebusinessinsights.com/press-release/artificial-intelligence-market-9227
39 https://knowledge4policy.ec.europa.eu/foresight/changing-nature-work_en; https://www.wired.com/insights/

2013/08/the-rise-of-the-millennial-workforce/; https://knowledge4policy.ec.europa.eu/foresight/topic/changing-
nature-work/demographic-trends-of-workforce_en

40 https://www.accenture.com/_acnmedia/pdf-57/accenture-ai-economic-growth-infographic.pdf
41 https://knowledge4policy.ec.europa.eu/foresight/topic/changing-nature-work/technological-progress_en
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now often garnered through available access to digital technology at home, will become pro-
gressively instilled through established digital-literacy educational programs and training.
A trend worth mentioning in this regard is the strengthening tie between learning and high
tech, a shift that is propelling education towards technologically supported learning (Leahy
et al., 2019). AI-powered tutoring systems may become more common as a way to deliver
learningmaterial both within andwithout the classroom. Rather than supplanting teachers,
these systems will increasingly function as tools that accompany instructors in an effort to
provide more interactive learning and foster critical thinking. One illustration of this are
Computer Assisted Language Learning tools that rely on text analysis and natural language
understanding. Another is adaptive learning, including virtual assistants or augmented vir-
tual reality, which can personalise instruction by identifying a student’s progress in order to
tailor a specific curriculum (Gomez-Perez et al., 2022). These strategies are not only capable
of gathering learning progress analytics, but can also assist when student-teacher ratios are
high or students possess learning difficulties.

2.4 LT and Commerce
The continuing growth in eCommerce within European economies is a trend that is both sig-
nificant and ripe for LT applications. This includes helping communication across Europe’s
Digital SingleMarket, where access to and knowledge about products, national and local poli-
cies, trade and finance can be facilitated through LT. Varying content that rapidly changes
must be continuously translated across several platforms, including product labeling, social
media posts, marketing, and customer opinions. Some of this content may be more techni-
cal and somemight require cultural context. As interconnectedness strengthens, businesses
need to ensure their content is multilingual in order to reach diverse markets effectively.
Communicating with customers in their native languages not only helps provide clarity vis-
a-vis products and services, but also builds trust between businesses and clients that reside
in different European regions (Bērziņš et al., 2022). In a similar fashion, businesses can em-
ploy sentiment analysis of socialmedia, reviews and feedback to gauge customer satisfaction
and provide better customer service. Along these lines, commercial enterprises are begin-
ning to experiment with the use of data fabric to manage and integrate big data, a trend that
is expected to accelerate. This can give businesses a perspective on data that allows them
to better understand the interaction between customers and products (Kaltenboeck et al.,
2022).

2.5 The Data Marketplace
The increased attention being paid to data fabric is a reminder that the European Commis-
sion hopes to utilize the Digital Single Market in conjunction with its European Data Strategy
to erect thematic data spaces that will ideally bring the European Union’s data economy in
line with its economic size. These data marketplaces may also alter how data is shared if
they become trusted as spaces that contain transparent data ecosystems bolstered by the
guarantee that data is private and anonymous. Such trust is essential given that businesses
based on datamarketplaceswill depend on thewillingness of stakeholders to share data. Ad-
ditionally, the EU data economy will continue to expand over the remainder of the decade
and the increasing availability of datamay change the nature of data science jobs as demand
for data-related positions and knowledge-based skills grows (Simon et al., 2021). The estab-
lishment of data marketplaces will give these data professionals the opportunity to become
self-employed, offering applications and services directly to buyers.
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2.6 Digital Technologies, Government, and Democracy
More time living online has engendered novel perspectives about how government and so-
ciety might be restructured in the future, including theories on Do it yourself democracy,
super-collaborative government, and private algocracy (European Commission et al., 2019).
It is unlikely any of these scenarios will come to exist as imagined today, but they are worth
taking into account when considering how digital technologies could be harnessed. The idea
behind private algocracy, for example, envisions a world in which data, data analytics and
decision making are in the hands of multinational corporations. In this future, personal
data is fully monetized and sole access to Big Data and analytic tools allows these compa-
nies to provide private and public services to citizens, including news and other media. As
noted, this cautionary sketch reflects one possible trajectory of a rising trend towards new
governing systems that is taken to an extreme. However, it is true that digital technologies
are altering how government and democracy operate in various ways.42 Digital technology
and AI are increasingly utilized to improve interactions between public administrations and
citizens, leading governments to place greater reliance on them. In some cases, this has
meant adopting automated decision-making or employing AI to personalize public services
and anticipate roadblocks that might arise when crafting public programs. Furthermore,
government use of both chatbots and data mining will likely rise significantly over the next
few years, including virtual assistants to help citizens locate needed information and pro-
grams that facilitate policy analysis. Text analysis, critical in policing, defense and intelli-
gence sectors, is already utilized as a means to monitor social media for potential threats
(Gomez-Perez et al., 2022). These not only include criminal activities, but also accidents and
natural disasters. Similarly, governments and political parties are also turning towards LT
to analyse political discourse and public opinion, useful when appraising public feedback or
predicting election outcomes.

2.7 The Media, Truth, Trust, and Accuracy in Reporting
Transformations in newsmedia are also being driven by digital technology. On the one hand,
digital platforms have disrupted traditional revenue streams, forcing traditional news out-
lets to restructure their business models. On the other, perpetual digital access to news con-
tent has made it necessary for news organizations to constantly update their online content.
The pressure to provide the latest information has resulted in increased difficulty to verify
truthfulness and accuracy in reporting. One result has been an erosion in trust, exacerbated
by the rise of post-truth politics, the relativisation of facts, and the belief that personal per-
spectives carry more weight than objective reporting. In this respect, LT and AI may be able
to help slow misinformation generated as a result of social media and post-truth politics.
Political bias in journalism can also be detected and addressed through LT, a necessary tool
during this era of growing polarisation and doubt over veracity.

2.8 Digital Technologies and Healthcare
The use of data and technology is influencing healthcare as well. E-health approaches, per-
sonalized medicine, digitalization, and large datasets are contributing to the way medicine
is practiced today (E and E, 2020; S et al., 2020; ALLEA et al., 2021).43 The trend towards hy-
perconnectivity may be seen in wearables, including health-oriented devices, that provide a

42 https://www2.deloitte.com/xe/en/insights/industry/public-sector/government-trends/2021/digital-government-
transformation-trends-covid-19.html

43 https://knowledge4policy.ec.europa.eu/shifting-health-challenges_en;https://knowledge4policy.ec.europa.eu/
foresight/digitize-me-my-health_en
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means to measure or detect events around or inside one’s body in real time. Similarly, dig-
ital technology and AI are aiding in the development of healthcare applications, including
remote monitoring and AI-supported diagnostic devices. Greater investment is being made
into virtual cognitive agents, such as medical billing assistants, radiology assistants, plan of
care assistants, and medical testing assistants. Virtual assistants such as these can provide
the public with access to trustworthy information and the market for virtual medical assis-
tants is expected to grow significantly over the next few years. In addition, medical tran-
scription tools, a growing area in the health domain, can help doctor-patient interactions.
Automatic transcription not only standardises note taking, but also allows doctors to focus
on patients without the need to produce notes manually. Through these digital technologies,
prevention, diagnosis, treatment, andmanagement of health-related issues can be improved
and patients are afforded the opportunity to engagemore flexiblywith healthcare providers.
Indeed, digital and AI technologies have begun to enable more personal control over health,
sometimes allowing patients to care for themselves from home via virtual communication, a
trend that is expected to grow and normalize, possibly with some required improvements in
terms of awareness and effectiveness. Digital technologies can also aid in delivering critical
health-related information to the public efficiently and effectively. As the COVID-19 pan-
demic illustrated, Machine Translation (MT) proved useful in translating health guidelines,
recommendations and information across a wide range of languages (Bērziņš et al., 2022).

2.9 LT and Migration
Because migration patterns can be difficult to predict, it is unclear if Europe will experience
a significant influx of immigrants over the next decade. However, current immigration and
intra-Europeanmigration trends demonstrate that language differences can pose barriers to
effective integration for newcomers. This is a problem that AI and LT can ameliorate. Health-
care represents just one domain in which LT may alleviate some of the many complications
associatedwith language barriers that arise due tomigration. One example is the problem of
doctor-patient communication. MT can aid in constructing patient histories, communicating
recommended treatments, and establishing direct dialog between doctor and patient (Bērz-
iņš et al., 2022). The same may be said for other areas of healthcare, such as communication
between patient and insurer.

2.10 Gaming and Entertainment
Entertainment is another area in which digital technologies and AI are making an indelible
mark. One potential trend in which MT may play a greater role in the future, for instance,
is video game localisation, a field that requires cross-language communication and knowl-
edge of cultural contexts. Apart from a variety of texts that need translation within games
and the gaming industry, it is increasingly apparent that a kind of digital “universal transla-
tor”would benefit onlinemultiplayer games that feature in-game dialogue and collaboration
from players across the globe. Moreover, given that games are generally translated into only
a handful of the more dominant languages, this is yet another area where lesser-spoken lan-
guages could benefit from MT.

2.11 Possible Downsides and Guardrails
There are, nonetheless, downsides to the expanding trend in digitization. The widening im-
pact of the digital and data-drivenworld touches upon a range of social and ethical questions
in contemporary life. While the ability to collect and analyze massive amounts of data has
enabled intriguing breakthroughs, it has also brought new threats that must be mitigated,
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such as the potential for cyberattacks that seek to undermine public trust in democratic in-
stitutions and challenge the core values of societies. Increased reliance on digital technolo-
gies has opened the door to identity theft, disruptions to infrastructures, and the misuse of
personal data, a concern that is especially marked with respect to control over healthcare
data. And because the internal workings of current language models are not yet fully un-
derstood, AI can also produce misleading results in ethically challenging activities, such as
political profiling, job screening, policing, and surveillance, generating fears over the ero-
sion of civil liberties. In the economic arena, concern about the possible effects of AI and
digitalization on the workforce will need to be addressed and appropriate measures taken
to foster a smoother transition. Among the possible negative trends is the danger that AI
may give executives and managers excessive control over employees. Ideally, a compre-
hensive policy approach including adequate regulation and investment could help avoid the
pitfalls currently associated with AI. If handled prudently, AI and LT may strengthen Euro-
pean sovereignty and enhancewell-being. For this to happen, European interests and values
concerning data use must be asserted. Europe should set parameters around who accesses
and utilizes European data, an idea that is bolstered by Europe’s legal framework for data
protection. AI’s impact on Europeans’ lives should be controlled by Europeans, who have an
opportunity to establish a model that utilizes AI to benefit society. To do this, Europe should
develop a coordinated AI strategy that is built upon local data-sharing ecosystems, which can
aid in developing local solutions for safe and socially ethical AI development.

3 Language Technology and Language-Centric Artificial
Intelligence

3.1 Language Technology: A Brief History and General Overview
Understanding language is key for building intelligent systems. In fact, most of the digi-
tal information available is unstructured information in the form of documents (written or
spoken) in multiple languages, representing a challenge for any organization that wants to
exploit and process its information. In fact, up to 80% of all data is unstructured text data.44
Most computer systems process only structured data (for example databases with millions
of records) because it is non-trivial to process unstructured digital information (including
written and spoken language). Unstructured language data is subject to multiple interpreta-
tions (ambiguity), requires knowledge about the context and the world and it is intrinsically
complex to process.
Interest in the computational processing of human languages (machine translation, dia-

logue systems, etc.) coincidedwith the emergence of AI and, due to its increasing importance,
the discipline has been established as specialized fields known as Computational Linguistics
(CL), Natural Language Processing (NLP) or LT. While there are differences in focus and ori-
entation, since CL is more informed by linguistics and NLP by computer science, LT is amore
neutral term. In practice, these communities work closely together, sharing the same pub-
lishing venues and conferences, combining methods and approaches inspired by both, and
togethermaking up language-centric AI. In this report we treat them interchangeably as long
as it is not otherwise explicitly stated.
LT is concerned with studying and developing systems capable of processing human lan-

guage. The field has developed, over the years, different methods to make the information
contained in written and spoken language explicit or to generate or synthesise written or
spoken language. Despite the inherent difficulty of many of the tasks performed, current LT
support allows many advanced applications which have been unthinkable only a few years
44 http://breakthroughanalysis.com/2008/08/01/unstructured-data-and-the-80-percent-rule/
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ago. LT is present in our daily lives, for example, through search engines, recommenda-
tion systems, virtual assistants, chatbots, text editors, text predictors, automatic translation
systems, automatic subtitling, automatic summaries, inclusive technology, etc. Its rapid de-
velopment in recent years predicts even more encouraging and also exciting results in the
near future
LT has come far in the nearly three quarters of a century since its beginnings as a disci-

pline in the 1950s, when Alan Turing outlined his famous criterion to determine whether a
machine could be considered intelligent (Turing, 1950). Not long after, Noam Chomsky laid
the foundations to formalise, specify and automate linguistic rules with his generative gram-
mar (Chomsky, 1957). The horizon set by Turing and the instrument provided by Chomsky
influenced the vast majority of NLP research for years to come. This early era in LT was
closely linked to MT in the belief that a quality automatic translator would soon be in hand.
By the mid-1960s, however, the Automatic Language Processing Advisory Committee (AL-
PAC) report, issued by a panel of leading US experts acting in an advisory capacity to the US
government, revealed the true difficulty of the task and NLP in general (Pierce and Carroll,
1966). The ALPAC report had a devastating impact on R&D&I funding for the field and the
NLP community turned towards more realistic objectives.
The following two decades were heavily influenced by Chomsky’s ideas, but by the late

1980s the seeds of a revolution thatwould irreversibly alterNLPwere planted. This upheaval
was driven by four factors: 1) the clear definition of individual NLP tasks and correspond-
ing rigorous evaluation methods; 2) the availability of relatively large amounts of data; 3)
computers that could process these large amounts of data; and 4) the gradual introduction
of more robust approaches based on statistical methods and Machine Learning (ML). As the
new millennium neared and unfolded, these elements paved the way for major subsequent
developments. In addition to a host of novel tools and applications, several wide-coverage
linguistic resources, such as WordNet (Miller, 1992), were created that reshaped the field.
Data-based systems began to displace rule-based systems, leading to the almost ubiquitous
presence of ML-based components in NLP systems. Collobert et al. (2011) presented a mul-
tilayer neural network adjusted by backpropagation that solved various sequential labeling
problems. Word embeddings gained particular relevance due to their role in allowing the in-
corporation of pretrained external knowledge into neural architecture (Mikolov et al., 2013b;
Pennington et al., 2014; Mikolov et al., 2018). Large volumes of unannotated texts, together
with progress in self-supervised ML and the rise of high-performance hardware in the form
of Graphic Processing Units (GPUs), enabled highly effective deep learning systems to be de-
veloped across a range of application areas. These and other breakthroughs characterized
the radical technological shift that took place in NLP in the 2010s and helped launch today’s
Deep Learning Era.

3.2 State of the Art
Around ten years ago, Deep Learning (Salakhutdinov, 2014) started gaining traction in LT
thanks to mature deep neural network technology, much larger datasets, more computa-
tional capacity (notably, the availability of GPUs), and application of simple but effective
self-learning objectives (Goodfellow et al., 2016). One of the advantages of these neural
language models is their ability to alleviate the feature engineering problem by using low-
dimensional and dense vectors (aka. distributed representation) to implicitly represent the
language examples (Collobert et al., 2011). By the end of 2018,45 the field of NLP observed
another relevant disruption with BERT (Devlin et al., 2019). Since then BERT has become a
ubiquitous baseline inNLP experiments and inspired a large number of studies and improve-
ments (Rogers et al., 2020). This pretrained languagemodel recipe has been replicated across
45 The paper first appeared in http://arxiv.org.
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languages leading to many language specific BERTs such as FlauBERT and CamemBERT for
French (Le et al., 2020; Martin et al., 2020), Robbert for Dutch (Delobelle et al., 2020), BERTeus
for Basque (Agerri et al., 2020), etc.
LT is undergoing a paradigm shift with the rise of neural language models46 that are trained

on broad data at scale and are adaptable to a wide range of monolingual and multilingual
downstream tasks (Devlin et al., 2019; Qiu et al., 2020; Liu et al., 2020; Torfi et al., 2020; Wolf
et al., 2020; Han et al., 2021; Xue et al., 2021). Though these models are based on standard
self-supervised deep learning and transfer learning, their scale results in new emergent and
surprising capabilities.
In self-supervised learning, languagemodels are derived automatically from large volumes

of unannotated language data (text or speech). There has been considerable progress in self-
supervised learning since word embeddings (Turian et al., 2010; Mikolov et al., 2013a; Pen-
nington et al., 2014; Mikolov et al., 2018) associated word vectors with context-independent
vectors. Shortly thereafter, self-supervised learning based on autoregressive language mod-
elling (predict the next word given the previous words) (Dai and Le, 2015) became popular.
This approach produced language models such as GPT (Radford et al., 2018), ELMo (Peters
et al., 2018) and ULMFiT (Howard and Ruder, 2018). The next wave of developments in self-
supervised learning — BERT (Devlin et al., 2019), GPT-2 (Radford et al., 2019), RoBERTa (Liu
et al., 2019), T5 (Raffel et al., 2020), BART (Lewis et al., 2020) — quickly followed, embracing
the Transformer architecture (Vaswani et al., 2017), incorporating more powerful deep bidi-
rectional encoders of sentences, and scaling up to larger models and datasets. Open-source
libraries such as Transformers47 may open up these advances to a wider LT community. The
library consists of carefully engineered state-of-the art Transformer architectures under a
unified API and a curated collection of pretrained models (Wolf et al., 2020). For example,
BERT (Devlin et al., 2019) applies two training self-supervised tasks namelyMasked Language
Model and Next Sentence Prediction. The Masked Language Model learns to predict a missing
word in a sentence given its surrounding context while the Next Sentence Prediction learns
to predict if the next sentence will follow the current one or not. Self-supervised tasks are
not only more scalable, just depending on unlabelled data, but they are designed to force the
model to predict coherent parts of the input. Through self-supervised learning, tremendous
amounts of unlabeled textual data can be utilised to capture versatile linguistic knowledge
without labour-intensive workloads.
The idea of transfer learning is to take the “knowledge” learned from one task (e.g., pre-

dict the next word given the previous words) and apply it to another task (e.g., summariza-
tion). With transfer learning, instead of starting the learning process from scratch, you start
from patterns that have been learned when solving a different problem. This way you lever-
age previous learning and avoid starting from scratch. Within deep learning, pretraining is
the dominant approach to transfer learning: the objective is to pretrain a deep transformer
model on large amounts of data and then reuse this pretrained languagemodel by fine-tuning
it on small amounts of (usually annotated) task-specific data. Thus, transfer learning for-
malises a two-phase learning framework: a pretraining phase to capture knowledge from
one ormore source tasks, and a fine-tuning stage to transfer the captured knowledge tomany
target tasks.
Recent work has shown that pretrained language models can robustly perform classifica-

tion tasks in a few-shot or even in zero-shot fashion, when given an adequate task descrip-
tion in its natural language prompt (Brown et al., 2020; Ding et al., 2021). Unlike traditional
supervised learning, which trains a model to take in an input and predict an output, prompt-
based learning is based on exploiting pretrained language models to solve a task using text
directly (Liu et al., 2021). To use these models to perform prediction tasks, the original input

46 Also known as Pretrained Language Models (Han et al., 2021)
47 https://huggingface.co/
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is modified using a template into a textual string prompt that has some missing slots, and
then the language model is used to probabilistically fill the missing information to obtain a
final string, from which the final output for the task can be derived. This framework looks
very promising for a number of reasons: it allows the language model to be pretrained on
massive amounts of raw text, and by defining a new prompting function the model is able
to perform few-shot or even zero-shot learning, adapting to new scenarios with few or no
labeled data. Thus, some NLP tasks can be solved in a fully unsupervised fashion by provid-
ing a pretrained language model with “task descriptions” in natural language (Raffel et al.,
2020; Schick and Schütze, 2021). Surprisingly, fine-tuning pretrained language models on a
collection of tasks described via instructions (or prompts) substantially boosts zero-shot per-
formance on unseen tasks (Wei et al., 2021; Sanh et al., 2021; Min et al., 2021; Ye et al., 2021;
Aghajanyan et al., 2021; Aribandi et al., 2021).
In some cases, an increase in scale has led to such behavior. One of the largest dense lan-

guagemodels, GPT-3 (Brown et al., 2020), for instance, is able to perform tasks that it was not
explicitly trained to solve with zero to few training examples (referred to as zero-shot and
few-shot learning, respectively).48 Not only was this ability mostly absent from its predeces-
sor GPT-2, over 100 times smaller than GPT-3, but the latter also outperforms state-of-the-
art models on certain tasks for which they were explicitly trained to solve. It is impressive
that models such as GPT-3 can achieve state-of-the-art performance in limited training data
regimes. Mostmodels developed until now have been designed for a single task and thus can
be evaluated effectively by a single metric. The eye-opening results has encouraged various
IT enterprises, including Google, Microsoft and OpenAI, to develop and deploy their own
large pretrained neural language models. Fortunately, there are also open source alterna-
tives to GPT-3. For instance, GPT-Neox-20b is a 20 billion parameter autoregressive language
model trained on the Pile (Black et al., 2022) and OPT is a series of open-sourced large causal
language models which perform similar in performance to GPT-3 Zhang et al. (2022).
Multilingual Language Models (MLLMs) such as mBERT (Devlin et al., 2019), XLM-R (Con-

neau et al., 2020),mT5 (Xue et al., 2021),mBART (Liu et al., 2020), BLOOM,49 etc. have emerged
as a viable option for bringing the power of pretraining to a large number of languages. An
MLLM is pretrained using large amounts of unlabeled data from multiple languages with
the hope that low-resource languages may benefit from high-resource languages due to a
shared vocabulary and latent language properties. For example, mBERT (Devlin et al., 2019)
pretrained using non-parallel multilingualWikipedia corpora in 104 languages, has the abil-
ity to generalize across languages in zero-shot scenarios. This indicates that even with the
same structure of BERT, using multilingual data can enable the model to learn cross-lingual
representations. The surprisingly good performance of MLLMs in crosslingual transfer as
well as bilingual tasks motivates the hypothesis that MLLMs are learning universal patterns
(Doddapaneni et al., 2021). Thus, one of themainmotivations of trainingMLLMs is to enable
transfer from high resource languages to low-resource languages. Thus, of particular inter-
est is the ability of MLLMs to facilitate zero-shot crosslingual transfer from a resource-rich
language to a resource-deprived language which does not have any task-specific training
data, or to fine-tune more robust language models by using annotated training data in mul-
tiple languages.
The BigScience50 community-based initiative has recently released BLOOM51, the firstmul-

tilingual large language model trained in complete transparency. BLOOM is the result of the
largest collaboration of AI researchers ever involved in a single research project Le Scao

48 GPT-3 can be fine-tuned for an excellent performance on specific, narrow tasks with very few examples. It
possesses 175 billion parameters and was trained on 570 gigabytes of text, with a cost estimated at more than
four million USD (https://lambdalabs.com/blog/demystifying-gpt-3/).

49 https://bigscience.huggingface.co/blog/bloom
50 https://bigscience.huggingface.co/
51 https://bigscience.huggingface.co/blog/bloom
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et al. (2022). With its 176 billion parameters, BLOOM is able to generate text in 46 natural
languages and 13 programming languages. For almost all of them, such as Spanish, French
and Arabic, BLOOM is be the first language model with over 100B parameters ever created.
This is the culmination of a year of work involving over 1000 researchers from 70+ coun-
tries and 250+ institutions, leading to a final run of 117 days (March 11 - July 6) training the
BLOOM model on the Jean Zay supercomputer52 in the south of Paris, France thanks to a
compute grant worth an estimated €3M from French research agencies CNRS and GENCI.
Despite their notable capabilities, however, large pretrained languagemodels such as GPT-

3 come with important drawbacks that will require interdisciplinary collaboration and re-
search to resolve.53 To begin with, we currently have no clear understanding of how they
work, when they fail, and what emergent properties they present. Indeed, some authors call
these models foundation models to underscore their critically central yet incomplete charac-
ter (Bommasani et al., 2021). And because their defects are inherited by all adapted models
downstream, their effectiveness across somany tasks demands caution. Second, the systems
are extremely sensitive to phrasing and typos, are not robust enough, and perform inconsis-
tently (Ribeiro et al., 2018, 2019). Additionally, existing laboratory benchmarks and datasets
have numerous inherent problems; the ten most cited AI datasets are riddled with label er-
rors, which are likely to distort our understanding of the field’s progress (Caswell et al., 2021;
Northcutt et al., 2021). Third, these models are expensive to train, which means that only a
limited number of organisations can currently afford to construct such models. There is a
growing concern that this is fostering unequal access to computing power, providing un-
due advantages in modern AI research (Ahmed andWahed, 2020) to determined companies
and elite universities which possess abundant funding, computing capabilities, LT experts
and data. Fourth, large NLP datasets, including one utilized to train Google’s Switch Trans-
former and T5 model, can generate racist, sexist, and otherwise biased text when they are
“filtered” to remove Black and Hispanic authors, material related to LGBTQ identities, and
source data that deals with a number of other minorities (Dodge et al., 2021).54 Moreover,
large language models can sometimes produce unpredictable and factually inaccurate text
or even recreate private information.55 Finally, computing large pretrained models comes
with a substantial carbon footprint.56 Strubell et al. (2019b) recently estimated that the train-
ing process for one sizable neural architecture emitted 284 tons of carbon dioxide, almost 57
times the estimated amount that the average human is responsible for in a year.57 In short,
notwithstanding claims of human parity inmany LT tasks or hype regardingmachines being
sentient,58 Natural Language Understanding (NLU) is still an open research problem far from
being solved since all current approaches have severe limitations.

3.3 Main Challenges
The current acceleration in AI and LT will have a fundamental impact on society, as these
technologies are at the core of the tools we use on a daily basis.

52 http://www.idris.fr/eng/jean-zay/cpu/jean-zay-cpu-hw-eng.html
53 https://lastweekin.ai/p/the-inherent-limitations-of-gpt-3
54 https://www.unite.ai/minority-voices-filtered-out-of-google-natural-language-processing-models/
55 https://ai.googleblog.com/2020/12/privacy-considerations-in-large.html
56 https://spectrum.ieee.org/deep-learning-computational-cost
57 https://ourworldindata.org/co2-emissions
58 https://www.washingtonpost.com/business/do-computers-have-feelings-dont-let-google-alone-decide/2022/06/

14/0e6c0d3a-ebaf-11ec-9f90-79df1fb28296_story.html
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3.3.1 Language Models and Language Diversity

Recent progress in LT has been driven by advances in both deep learning model architec-
tures and large neural model pretraining. Transformer architectures have facilitated the
building of higher-capacity models and pretraining has made it possible to effectively utilise
this capacity for a wide variety of languages and tasks. Unfortunately, the resources neces-
sary to create the best-performing neural languagemodels are developed almost exclusively
by US and China technology giants. Moreover, this transformative technology poses prob-
lems from a research advancement, environmental, and ethical perspective. For example,
models such as GPT-3 are private, anglo-centric, and inaccessible to academic organisations
(Floridi and Chiriatti, 2020; Dale, 2021). This situation also promotes a colossal duplication
of energy requirements and environmental costs, due to the duplicated training of private
models. In addition, there are worrying shortcomings in the text corpora used to train these
models, ranging from a lack of representation of populations, to a predominance of harmful
stereotypes, and to the inclusion of personal information.
Given these issues and the role of LT in everyone’s daily lives, many LT practitioners are

particularly concerned by the lack of language diversity in LT research and the need of trans-
parent digital language equality across all aspects of European society, from government to
business to citizens.59 Looking ahead, it is possible to foresee intriguing opportunities and
new capabilities in this regard, but also a range of uncertainties and inequalities that may
leave several groups disadvantaged Sayers et al. (2021). Joshi et al. (2020), for instance, ex-
amine the relationship between types of languages, resources and their representation in
conferences over time. As expected, only a small number of world’s over 7000 languages are
represented in the rapid evolving LT field. This disproportionate representation if further
exacerbated by systematic inequalities in LT across the world’s languages. After English,
only a handful of Western European languages – principally German, French and Spanish
– and even fewer non-Indo-European languages – primarily Chinese, Japanese and Arabic –
dominate the field. Blasi et al. (2021) suggest that this is because LT development is driven
by the economic status of the language users, rather than the sheer demographic demand.
Interestingly, the application of zero-shot to few-shot transfer learning with multilingual
pretrained languagemodels, prompt learning and self-supervised systems opens up the way
to leverage LT for less developed languages.60 For the first time, a single multilingual model
has outperformed the best specially trained bilingual models on news translations. That is, a
singlemultilingualmodel provided the best translations for both low- and high-resource lan-
guages, showing that the multilingual approach is indeed the future of MT (Tran et al., 2021).
However, the development of these new LT systems would not be possible without sufficient
resources (experts, data, computing facilities, etc.) along with carefully designed evaluation
benchmarks and annotated datasets for every language and domain of application.
Forecasting the future of LT and language-centric AI is a challenge. A decade ago, few

would have predicted the recent breakthroughs that have resulted in systems that translate
without parallel corpora (Artetxe et al., 2019), create image captions (Hossain et al., 2019),
generate pictures from textual descriptions (Ramesh et al., 2021),61 produce playscripts (Rosa
et al., 2020), yield text that is nearly indistinguishable from human prose (Brown et al.,
2020), provide high quality explanations for novel jokes not found on the web (Chowdh-
ery et al., 2022) and successfully solve unseen tasks (Wei et al., 2021; Sanh et al., 2021; Min
et al., 2021; Ye et al., 2021; Aghajanyan et al., 2021; Aribandi et al., 2021). Interestingly, the
application of zero-shot to few-shot transfer learning with multilingual pretrained language
models and self-supervised systems opens up the way to leverage LT for less developed lan-
guages. Furthermore, inspired by progress in large-scale language modeling, similar ap-
59 https://gitlab.com/ceramisch/eacl21diversity/-/wikis/EACL-2021-language-diversity-panel
60 https://ai.googleblog.com/2022/05/24-new-languages-google-translate.html
61 https://openai.com/blog/dall-e/
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proaches towards building a single generalist agent are being developed beyond the realm
of text outputs. For instance, the agent called Gato works as amulti-modal, multi-task, multi-
embodiment generalist policy. Gato can perform over 600 various tasks, including play video
games, caption photos, and move real-world robotic arms.62 It is, nevertheless, safe to as-
sume that many more advances will be achieved utilizing pretrained language models and
that they will impact society unpredictably. Future users are likely to discover novel ap-
plications and wield them positively (such as knowledge acquisition from electronic health
records) or negatively (such as generating deep fakes). In either case, as argued by Ben-
der et al. (2021), it is important to understand the current limitations of large pretrained
languagemodels, which they call “stochastic parrots,” and put their successes in context. Fo-
cusing on state-of-the-art results exclusively with the help of leaderboards, without encour-
aging deeper understanding of the mechanisms by which they are attained, can give rise to
misleading conclusions. These, in turn, may direct resources away from efforts that would
facilitate long-term progress towards multilingual, efficient, accurate, explainable, ethical
and unbiased language understanding and communication.

3.3.2 Natural Language Understanding

Despite recent progress in AI and NLP producing algorithms that perform well on a num-
ber of LT tasks, it is still unclear how to move forward and develop algorithms that under-
stand language as well as humans do. Many limitations of today state-of-the-art methods
become evident when comparing with the human ability to understand language Gardner
et al. (2019); Lake et al. (2017); Tamari et al. (2020); Bender and Koller (2020); Linzen (2020).
Many cognitive scientists posit that humans create rich mental models of the world from
their observations which provide superior explainability, reasoning, and generalizability
to new domains and tasks Saparov and Mitchell (2022). How do we, as a field, move from
today’s state-of-the-art to more general intelligence? What are the next steps to develop al-
gorithms that can generalize to new tasks at the same level as humans?
LT is a diverse field, and progress throughout its development towards NLU has come from

new representational theories, modeling techniques, modalities, data collection paradigms,
competitions and tasks. The present success of representation learning approaches trained
on large, text-only corpora requires the parallel tradition of research on grounding the broader
physical and social context of language to address the deeper questions of communication,
commonsense and reasoning Bisk et al. (2020).

3.3.3 Data Resources and Benchmarking

Current LT research requires large coordinated and collaborative efforts with sufficient re-
sources (experts, data, computing facilities, etc.) involving pan-european LT research cen-
ters, national and also regional administrations. For instance, the paper described the de-
velopment of PaLM (Chowdhery et al., 2022) has been signed by 68 authors. Ambitious LT
research can only be achieved by gathering the necessary resources in terms of data, com-
puting facilities, expertise, etc. which is available by a small number of research labs in Eu-
rope. Virtual research laboratories joining efforts from small research labs from academia,
nonprofit organizations or small companies can also gather the necessary critical mass, re-
sources and interdisciplinary expertise to establish a coordinated world-class research col-
laboration in LT.
The real source of the most recent progress is the increase in data size and diversity. Mod-

els are only a reflection of their training data. Thus, access to sufficient multilingual and

62 https://www.deepmind.com/publications/a-generalist-agent
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multi-modal data of quality (responsible, legal, diverse, unbiased, ethical, representative-
ness, etc.), in all European languages and domains (media, health, legal, education, etc.) is
one of the major challenges for developing the full potential of LT. Unfortunately, most of
this data is currently inaccessible to European LT researchers.
Current LT research also requires flexible access to High Performance Computing (HPC)

facilities in the form of clusters of high capacity GPUs. There are many EU initiatives ofer-
ring HPC: EuroHPC JU,63 PRACE,64 national computing facilities, etc. However, it is unclear
if these initiatives are ready to provide the computing support that the European LT re-
search community currently needs for developing state-of-the-art language models for all
languages, domains, tasks and modalities. For instance, training the multilingual language
model BLOOM on the Jean Zay supercomputer65 took approximately one million compute
hours on 117 days.66 The hardware consists of the following:

• 384 NVIDIA A100 80GB GPUs (48 nodes) with 32 spare GPUs

• 8 GPUs per node, connected using NVLink 4, OmniPath

• Each node is powered by an AMD EPYC 7543 32-Core Processor, with a total of 512GB
CPU memory and 640GB GPU memory

Access protocols are also different across computing facilities. Flexible access is needed
for small experiments.67 Much larger experiments for developing large language models on
hundreds of GPUs should follow amore elaborated protocol. These HPC facilities should also
provide flexible access to the LT industry. These HPC facilities should also provide clear and
robust protocols to process sensible data.
Furthermore, assessing the real progress of LT also requires developing better benchmarks

and datasets (ethical, responsible, legal, etc.) for all languages, domains, tasks and modali-
ties.
Current leading research on LT is already multilingual covering hundreds of languages

simultaneously and multi-modal including text, image, audio, video, interactions, etc. In
fact, some aspects of world knowledge are difficult or impossible to learn from text only.
This requires to extend the research limits of LT beyond language.

4 Language Technology and Digital Language Equality in
2022

4.1 Digital Language Equality in Europe: Where Are We Now?
As shown in the previous section, the LTfield as awhole has shown remarkable progress dur-
ing the last few years, especially in Europe, thanks in particular to substantial funding com-
ing from the EU through various schemes. The advent of deep learning and neural networks
over the past decade, together with the considerable increase in the number and quality of
resources for many languages, has yielded results unforeseeable before. However, is this
remarkable progress equally evidenced across all languages? In other words, do all Euro-
pean languages benefit equally and fairly from this overall progress, can they be considered
digitally equal, in the interest of their speaker communities?

63 https://eurohpc-ju.europa.eu/index_en
64 https://prace-ri.eu/
65 http://www.idris.fr/eng/jean-zay/cpu/jean-zay-cpu-hw-eng.html
66 https://bigscience.huggingface.co/blog/bloom
67 https://www.edari.fr/schema/acces/ressource
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To answer these questions, the following definition of Digital Language Equality (DLE) has
been introduced and adopted: Digital Language Equality is the state of affairs in which
all languages have the technological support and situational context necessary for them to
continue to exist and to prosper as living languages in the digital age (Gaspari et al., 2022b).
This definition provides the basis to establish ametric that enables the quantification of the

level of technological support for each language in scope of ELE with descriptive, diagnos-
tic and predictive value to successfully promote DLE. This approach facilitates comparisons
across languages, tracking their advancement towards the goal of DLE, as well as the pri-
oritisation of needs, especially to fill existing gaps, focusing on realistic and feasible targets.
The DLE Metric is therefore defined as “a measure that reflects the digital readiness of a
language and its contribution to the state of technology-enabled multilingualism, tracking
its progress towards the goal of DLE” (Gaspari et al., 2021). The DLE Metric is computed for
each language on the basis of various factors, grouped into technological factors (or TFs,
e. g. the available language resources, tools and services, which are the focus of this paper)
and situational contextual factors (or CFs, e. g. societal, economic, educational, industrial,
etc. conditions).
More specifically, the TFs are divided into two main categories, that are further broken

down into more specific sub-categories. The first one includes tools and services that are
offered via the web or running in the cloud, but also downloadable tools, source code, etc.;
this category encompasses, for example, NLP tools (morphological analysers, part-of-speech
taggers, lemmatisers, parsers, etc.); authoring tools (e. g. spelling, grammar and style check-
ers); services for information retrieval, extraction, and mining, text and speech analytics,
MT, natural language understanding and generation, speech technologies, conversational
systems, etc.
The second category of TFs includes datasets, i. e. corpora or collections of text documents,

text segments, audio transcripts, audio and video recordings, etc., monolingual or bi- /mul-
tilingual, raw or annotated. It also encompasses language models and computational gram-
mars and lexical and conceptual resources, including resources organised on the basis of lex-
ical or conceptual entries (lexical items, terms, concepts, etc.) with their supplementary in-
formation (e. g., grammatical, semantic, statistical information, etc.), such as computational
lexica, gazetteers, ontologies, term lists, thesauri, etc.
To objectively and consistently quantify the TFs for all of Europe’s languages, we assigned

weights for the computation of the DLE Metric formula, as described in detail in Gaspari
et al. (2022a). The weights are assigned to the features and relevant values that are recorded
in the European Language Grid (ELG) Catalogue, where resources, be they datasets or tools,
are entered with rich and fine-grained accompanying metadata. The resulting technological
DLE score is open-ended in principle, i.e. it increases for a language as newdatasets and tools
that are relevant to that language are added to the ELG Catalogue, alongside the respective
metadata. The DLE Metric can be computed dynamically and the scores can be interactively
visualised in real time on the basis of the data available in the ELG Catalogue via the ELE/ELG
Dashboard.68
Figure 1 shows the technological DLE scores for all the languages covered by ELE as of

30th June 2022, based on the data visualisation offered by the ELE/ELG Dashboard. English
clearly leads the way with a technological DLE score of 63,893, that is nearly twice as much
that of the following two languages, namely German (34,196) and Spanish (32,301). French
follows in fourth position with a much lower score of 26,750, and then there is a further
significant drop in scores, even for languages with large populations of speakers that are
official EU languages. Overall, the official EU and national languages are clustered towards
the left of Figure 1, many of themwith verymodest scores compared to English, German and
Spanish. For example, Greek and Czech, with technological DLE scores of 9,951 and 9,790,

68 https://live.european-language-grid.eu/catalogue/dashboard
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Figure 1: Technological DLE scores as of 17th October 2022
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respectively, are in 11th and 12th position, but their scores are less than a sixth of that for
English. The vast majority of the languages, starting from Norwegian, Basque and Turkish,
currently have technological DLE scores under 5,000, and well over half of the languages
included in Figure 1, especially minority and regional ones, have technological DLE scores
scores in three digits or less; in several cases the scores are very close to zero. This situation
shows a very clear and alarming imbalance in the current LT support for Europe’s languages,
that needs to be addressed promptly to move in the direction of DLE in Europe by 2030.
In addition to the TFs, the DLE metric also includes the CFs, that represent the “general

conditions and situations of the broader context” of the language communities (Gaspari et al.,
2021). A language with a high contextual DLE score enjoys a context with the possibility to
evolve, supported by political will, potential for funding, innovation and economic interest,
while a language with a low score finds itself in the opposite position. Therefore, the score
calculated for the contextual factors indicates the potential of the language to achieve DLE.
The specific elements that make up the CFs and the formula to compute them are described
in detail in Grützner-Zahn and Rehm (2022). The contextual DLE score for each language
covered by ELE is the result of an averaging process, where the score for each language is
relative to the others, therefore the relevant values range between 0 and 1.
Figure 2 shows the contextual DLE scores for all the languages covered by ELE as of 30th

June 2022, as provided by the ELE/ELG Dashboard. The contextual DLE scores show a strong
tendency to provide a high score for the official EU languages with the largest language
communities, and a low score for the regional and minority languages of Europe. Official
national languages which are not also official EU languages rank in between. In order to
achieve DLE in Europe, the languages with a low score must be specifically supported, e.g.
for the development of high-quality LRTs through dedicated funding. For these languages,
there is no context that would otherwise enable the development of LRTs. Given that at
present many languages with the lowest contextual scores have few or even no LRTs in the
ELG Catalogue, these languages face a real danger of digital extinction, because very little or
no digital support is available at the moment for them and the conditions do not indicate a
promising situation.
A key feature of the DLE Metric is its dynamic nature, i. e., the fact that its scores can be

updated and monitored over time, at regular intervals or whenever one wishes to check the
progress or the status of one or more European languages with respect to the overall goal
of achieving DLE. In particular, with regard to the TFs, as the ELG Catalogue organically
grows over time, the resulting technological DLE scores will be updated for all European
languages, thereby providing an up-to-date and consistent (i. e., comparable) measurement
of the level of LT support and provision that each of them has available, also showing where
the status is less than ideal or not at the expected level. Similarly, the contextual DLE scores
can be updatedwhen the high-quality relevant sources that have been used to compute them
release updated data.
While the technological and contextual scores of the DLEmetric are illustrative of the over-

all situation for Europe’s languages, amore detailed investigation of the LRTs currently avail-
able per language on the Catalogue of the ELG platform allows us tomore accurately identify
gaps and inequalities in particular LT application areas and for specific basic language re-
source types. Table 1 reports the detailed results per language per dimension investigated
and the classification of each language into a level of technology support.
As expected, the best supported language is English, the only language that is classified in

the good support group. English is primarily acting as a benchmark for the level of techno-
logical support that other European languages could receive. While it is extremely unlikely
that any other European language will reach this level, due to the continuing development
of support for English, and thus serves as a moving goalpost, nevertheless it provides a good
criterion for relative assessment. French, German and Spanish form a group of languages
with moderate support. Although they are similar to English in some dimensions (e. g. Ger-
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Figure 2: Contextual DLE scores as of 17th October 2022
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Basque
Catalan
Faroese
Frisian (Western)
Galician
Jerriais
Low German
Manx
Mirandese
Occitan
Sorbian (Upper)
Welsh

All other languages

Table 1: State of technology support, in 2022, for selected European languages with regard
to core Language Technology areas and data types as well as overall level of support
(light yellow: weak/no support; yellow: fragmentary support; light green: moderate
support; green: good support)
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man in terms of available speech technologies and Spanish in terms of available models),
overall they have not yet reached the coverage that English has according to the ELG plat-
form. All other official EU languages are clustered in the fragmentary support group, with
the exception of Irish and Maltese, which have only weak or no support. From the remain-
ing languages, (co-)official at national or regional level in at least one European country and
otherminority and lesser spoken languages,69 Norwegian and Catalan belong to the group of
languages with fragmentary support. Basque, Galician, Icelandic and Welsh are borderline
cases: while they are grouped in the fragmentary support level, they barely pass the thresh-
old from the lowest level. All other languages are supported by technology either weakly or
not at all.
While a fifth level, excellent support, could have been foreseen, the situation is such that at

present none of Europe’s languages qualifies for this ambitious status. Currently no natural
language is optimally supported by technology, i. e. the goal ofDeep Natural Language Under-
standing has not been reached yet for any language, not even for English, the best supported
language according to our analysis. While recently there have been many breakthroughs in
AI, Computer Vision, ML and LT, we are still far from the grand challenge of highly accurate
deep language understanding, which is able to seamlessly integrate modalities, situational
and linguistic context, general knowledge, meaning, reasoning, emotion, irony, sarcasm, hu-
mour, culture, explain itself at request, and be done as required on the fly and at scale. A
language can only be considered as excellently supported by technology if and when this
goal of Deep Natural Language Understanding has been reached.
The results of the present comparative evaluation reflect, in terms of distribution and im-

balance among the languages, the results of the META-NET White Paper Series (Rehm and
Uszkoreit, 2012). In the 2012 study technology support for a total of 31 European languages
was investigated and each languagewas assigned to one of five categories (fromweak/no sup-
port to excellent support) with regard to four broad areas of the LT field: speech processing,
machine translation, text analysis and speech and text resources. In the 2012 analysis a lan-
guage was considered “in danger of digital extinction” if it was classified as having “weak/no
support” in at least one of the four categories. Using this definition, it was found that asmany
as 22 of the 31 languages in total were in danger of digital language extinction.
The present analysis based on data from 2022 differs from the 2012 analysis in various

respects, one of which is the number of categories we use to assess the technology support
of a language. We now use 12 categories (instead of four), grouped into tools and services
and language resources (Table 1). As this setup is more complex and more fine-grained, we
have modified our definition of digital language extinction accordingly: a language is now
considered “in danger of digital extinction” if it is classified into “weak/no support” in at least
two of the 12 categories (Table 1).
Table 2 indicates that back in 2012, a total of 22 of the 31 languages under investigation

(71.0%) were in danger of digital extinction. This number has risen to 75 out of 88 languages
under investigation (85.2%) in 2022, which is due to the simple fact that we now take into
account not only many more languages but many more languages with small or very small
numbers of speakers.
In contrast, in 2012, a total of 16 official European Union languages were considered to

be in danger of digital extinction. In 2022, this number has reduced to 11 languages.70 At

69 In addition to the languages listed in Table 1, ELE also investigated Alsatian, Aragonese, Arberesh, Aromanian,
Asturian, Breton, Cimbrian, Continental Southern Italian (Neapolitan), Cornish, Eastern Frisian, Emilian, Fran-
coProvencal (Arpitan), Friulian, Gallo, Griko, Inari Sami, Karelian, Kashubian, Ladin, Latgalian, Ligurian, Lom-
bard, Lower Sorbian, Lule Sami, Mocheno, Northern Frisian, Northern Sami, Picard, Piedmontese, Pite Sami,
Romagnol, Romany, Rusyn, Sardinian, Scottish Gaelic, Sicilian, Skolt Sami, Southern Sami, Tatar, Tornedalian
Finnish, Venetian, Võro, Walser, Yiddish.

70 The official EU languages still in danger of digital extinction are Bulgarian, Croatian, Czech, Estonian, Irish,
Latvian, Lithuanian, Maltese, Polish, Slovak, Slovenian.
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Languages Languages in danger
Year Project Subset of Languages analysed of digital extinction Perc.

2012 META-NET All META-NET languages 31 22 71.0%
All EU languages 24 16 66.6%
Co-official (national) 3 3 100%
Co-official (regional) 4 3 75.0%

2022 ELE All ELE languages 88 75 85.2%
All EU languages 24 11 45.8%
Co-official (national) 7 7 100%
Co-official (regional) 12 12 100%
All other languages 45 45 100%
All META-NET languages 31 18 58.1%

Table 2: European languages in danger of digital extinction – 2022 vs. 2012

the same time, if we now compare the technology support of the 31 languages that were
examined in 2012 with the current situation in 2022, we find that, all in all, 18 European
languages are still in danger of digital extinction (compared to 22 in 2012). While the above-
mentioned five official EU languages appear to be no longer threatened, due to the more
fine-grained analysis scheme we apply in our current study, we now have to consider one
language, Catalan, in danger of digital extinction in 2022, while it appeared to be not in dan-
ger in 2012. Catalan joins the group of co-official languages at the national or regional level,
all of which are now considered in danger of digital extinction.
The complexities of the analyses clearly differ across the 2012 and 2022 studies, and as

such, a direct comparison between the two studies can therefore not be made. However, we
can instead compare the relative level of progress made for each language in the meantime.
It is undebatable that the technology requirements for a language to be considered digitally
supported today have changed significantly (e.g. the prevalent use of virtual assistants, chat
bots, improved text analytics capabilities, etc.). Yet also the imbalance in distribution across
languages still exists.
The results of this analysis are only informative of the relative positioning of languages,

but not of the progress achieved within a specific language. The LT field as a whole has
significantly progressed in the last ten years and remarkable progress has been achieved
for specific languages in terms of quantity, quality and coverage of tools and language re-
sources. Yet, the abysmal distance between the best supported languages and the minimally
supported ones in Europe is still evident in 2022. It is exactly this distance that needs to be
ideally eliminated, or at least reduced, in order to move towards Digital Language Equality
and avert the ever present risks of digital language extinction.

4.2 Europe’s Languages in the Digital Sphere: Demands and Issues
As argued in Section 4.1, acute digital inequality exists between European languages. More-
over, the striking asymmetry between official and non-official EU languages with respect to
available digital resources is worrisome. But even across the EU, there is an uneven distri-
bution of resources (funding, open data, language resources, scientists, experts, computing
facilities, IT companies, etc.) by country, region and language. In addition to the support of
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a language per se, language varieties, dialects or accents may not be supported or only sup-
ported on very limited levels. At the same time, technological support is not a binary vari-
able; it is rather a continuous variable with different shades and levels, as the technological
and contextual DLE scores also indicate. This means that even in cases when a technology
is available for a number of different languages, performance and accuracy typically vary
across languages. In extreme cases, selected functionalities and/or support for minor lan-
guages may not be available at all. LTs are thus not accessible nor available to everyone on
an equal level, i. e., functions, performance, robustness may be dramatically different from
case to case.
In the following subsections we systematically present the issues pertinent to digital in-

equality of European languages and the recommendations of the ELE language informants
in four axes: Data, Technologies, Compute and Research Infrastructures and Situational con-
text.

4.2.1 Data

As evidenced, an abundance of training data for developing LTs is available only for a few
languages with high commercial interest. For many (the majority of) European languages,
this is not the case and only corporawhich areminuscule in comparison to English are avail-
able. Since the development of LT systems is not possible without sufficient resources, the
continuous collection and annotation of data as well as the creation of carefully designed
and constructed evaluation benchmarks for every language and domain of application are
some of the most prominent recurring issues and demands. This does not mean that each
and every language needs to reinvent the wheel. It has been emphasised that the local LT
communities should build on the previous results and best practices, to sustain, improve,
consolidate and further develop existing tools and data resources.
The types of data needed for each language are of course different and their prioritisation

should be based on the identification of gaps per language. For this reason it has been sug-
gested that each country/region needs to define a strategic roadmap for identifying, building,
curating, annotating and securing resources for varieties or domains that are critical for the
local research, industry or for the administration. Language resource creation and compila-
tion should be supported at national/regional level.
Although the data gaps per language are different, some data types have been frequently

mentioned as priorities for many languages. These include: massive language models, both
monolingual andmultilingual; multimodal data, especially speech in conversational settings
(dialogues) from speakers of different ages, genders and linguistic/dialectal backgrounds,
but also video corpora for Sign Languages; domain-specific data (e. g. medical, legal or me-
dia among many others of interest); data for language use on social media; semantic re-
sources (e. g. semantic annotations and knowledge bases); data for language pathologies;
benchmarks, i. e. well-designed gold-standard corpora for fine-tuning language models and
evaluating LT systems.
When investigating the current availability of some of the data types mentioned in the

previous paragraph, as represented in the resources hosted in ELG on July 2022, it is appar-
ent that even the best supported languages in this dimension, Spanish and English, are still
only moderately covered (Figure 3). With respect to multimodal data, all languages with
the exception of English, are weakly covered, with some, e. g. Maltese and Luxembourgish,
severely underrepresented (Figure 4).
Apart from the “traditional” instruments for data collection, alternative approaches have

been put forward by the ELE informants, such as automatic data generation and translation
frommore resourced languages. This can be for instance the case of many low-resource lan-
guages, such as regional languages, or languages that have historically co-existed with other
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Figure 3: Number of language models available at the catalogue of the European Language
Grid for the EU official languages and for some indicative non-EU official ones on
17.10.2022

Figure 4: Number of multimodal datasets (i.e. media type: audio, video or image) available
at the catalogue of the European Language Grid for the EU official languages and
for some indicative non-EU official ones on 17.10.2022
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big languages in various areas of Europe. Collecting resources and developing MT to trans-
late between such languages is likely to result in large pay-offs for both sides. Finally, the
potential of the language community as “data generators” is not to be neglected. Especially
the speakers of smaller languages lend themselves towards leveraging of citizen science or
crowd-sourcing approaches to data collection, dataset creation and tool evaluation. Crowd-
sourcing has proved to be an effective way of creating speech corpora, and many minori-
tised languages have benefited from a coherent pool of language activists who are keen to
contribute to building new resources needed for LT and AI purposes.
However, in order for the above specific instruments for data collection and resource cre-

ation to be effective, the power of existing but unexploited data should be unleashed. There
is much untapped, currently inaccessible data that could make a huge impact on the future
of LT, if collected and applied appropriately. For example, there is a huge amount of aligned
audio, video, subtitling and sign language data available inmultiple languages already avail-
able in the archives of the public national broadcasters (radio, tv and national news agen-
cies). High volume datasets are produced by the administration and other public institutions
(e. g. in the domains of health, culture, media, justice or education), but they remain buried
in untapped silos due to the reluctance of certain sectors of the Administration to effectively
implement the European directives on open data and reuse of public information. Another
type of data with untapped potential is the online user-generated content in the form of
edutainment, influencer channels and vlogs. This data could be collected and processed to
develop user-generated corpora necessary to build tools that could process modern written
and spoken language.
Always ensuring a proper treatment of potential data bias in order to avoid pitfalls such

as models making undesirable biased predictions that risk perpetuating gender roles, lead
to unfair treatment of minority groups, etc.
An important prerequisite for the above is the adequate recognition of the importance and

potential of language data. A future ELE programme should continue to raise awareness of
the importance of language data. In particular, the following stakeholders, data holders and
creators need to be targeted: the public sector, publishers, the language communities, and
the national broadcasters.

4.2.2 Technology

Similarly to data, the identified gaps for technologies are extremely diverse across languages.
While LTs for English are numerous and at the state-of-the-art, a number of very small mi-
noritised languages, e. g. Karelian and Romani, lack very basic tools such as spell checkers.
In the worst case they are not even recognised by operating systems. Nevertheless, there
seems to be a generalised consensus that, when it comes to languages for which at least a
minimum level of technological support has been achieved, the technologies most urgently
needed are: discourse processing, bias detection and anonymisation, automatic subtitling,
conversational systems and question-answering in the wider context of HCI, NLG (with sum-
marisationmentionedquite frequently) andNLU. For instance, evenEnglish andGermanare
currently supported by less then 100 HCI or NLG systems on ELG, while some languages like
Bosnian and Norwegian Nynorsk are not supported at all (Figures 5 and 6).
Additionally, LTs should be developed and/or fine-tuned for new application areas and

domains such as biomedicine, defense/security, media and government, smart homes and
business processes support. It is moreoever considered critical to secure the presence of
language-specificNLPmodules in themajorNLPplatforms (commercial andnon-commercial)
such as spaCy, FreeLing, NLP Cube, TextRazor, Cloud Natural Language, Apache Open NLP,
etc.
Recent advances in Cross-lingual Transfer Learning (CLTL), i.e. building of NLP models
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Figure 5: Number of Human Computer Interaction systems described at the catalogue of the
European Language Grid for the EU official languages and for some indicative non-
EU official ones on 17.10.2022

Figure 6: Number of Natural Language Generation systems described at the catalogue of the
European Language Grid for the EU official languages and for some indicative non-
EU official ones on 17.10.2022
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for a low-resource target language by leveraging labelled data from other well-resourced
languages such as English, have raised hopes for LT development for small languages. This
points to a need for a general-purpose language-centric AIwhich can leverage cross-language
and cross-domain resources and benefit from adaptation to local language varieties and spe-
cialised domains with small or medium-sized data sets. The application of such methodolo-
gies substantially cuts down the costs of developing cutting-edge LT for small languages.
The future of LT lies in connecting modalities (speech, text, image, video). – Multimodal

fusion whereby different modalities of data – e. g. text, speech and image –- can entangle in
complex ways so that rich multimodal processing of all sorts (including digital video, sound
tracks, conversations, and virtual reality sessions) could form the bedrock of a new genera-
tion of content management technologies.
However, we should aspire to understand the internal workings of current language mod-

els better (in the spirit of the emerging research field “explainable AI”), in order to be able
to exploit already existing linguistic knowledge (for instance, information about words col-
lected in a lexical or conceptual resource) when training language models.
In addition, research should also addressmethods to potentially reduce their training data

requirements, thus putting state of the art LT tools in reach of lower-resourced languages
(including the official minority languages and widely-spoken immigrant languages).
There is, however, a critical caveat emphasisedby the language experts: language-independent

methodologies do not adequately respect the language-specific subtleties required for high-
quality performance. Merely transferring technologies from e. g. English without adapting
smoothly to another language and culture most often results in poor systems which are not
fully functional and furthermore not inclusive to all parts of the society. Thus, despite the
promise and prevalence of transfer learning, the need to invest in language- and culture-
specific LTs is still present.
Finally, make sure that the necessary high-quality LT are widely available as a public com-

modity at scale.

4.2.3 Compute and Research Infrastructures

Access to advanced computing machinery and research infrastructures is a pressing de-
mand. National and/or European coordinated actions should ensure flexible access to open
high-performance computing research infrastructure. Especially as data continues to in-
crease in scale and the need for training massive language models becomes more and more
acute, it is essential to continue to support public computing infrastructures, with generous
access rules and protocols for research organisations and for the European LT industry (e.g.
startups and SMEs).
It has also been recognised that the creation of Language Resources Infrastructures (LRIs)

that cater for storage, curation, and distribution of datasets and technologies/services, ap-
propriately described with the relevant metadata and accompanied by clear and explicit
licensing terms is a critical factor that benefits the overall availability of resources and tools,
cultivates a data sharing culture, especially among non-LT communities, facilitates network-
ing and knowledge exchange. Therefore it is highly recommended that a LT coordinated pro-
gramme should ensure the maintenance, extension and sustainability of existing LRIs, such
as the ELG and CLARIN. The existence of such LRIs alone, however, is not adequate. Clear
policies and incentives for depositing at least all publicly funded LRTs in a LRI are necessary.
Having awell-identified entry point for linguistic resources, models and tools, and their asso-
ciated documentation, would be of great significance for many scientific disciplines, notably
in the Social Sciences and Humanities (SSH) area, as well as for many industrial companies.
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4.2.4 Situational context

Other policies and instruments that are recommended by the language informants are perti-
nent to a language’s situational context, i.e. society, education, the legal framework, the role
of the administration and the industry, etc.
Apart from English and a handful of other big languages, the biggest threat that globalisa-

tion of internet content and social networks poses for all other European languages is digital
diglossia. Speakers of these languages, when going about their online lives, too often find it
easier or even necessary to rely on other, more widely available, languages for determined
services and information, because this gives them greater access to content and audience,
and allows them to usemore advanced technologies. This is true particularly for the younger
generations, increasing the generational language gap and bringing the lesser-resourced lan-
guage to digital extinction. It is also particularly true for bilingual societies, i. e. when two
languages co-exist and/or they both share an official status. This prima facie case of linguistic
inequality does not bode well for the outlook of Europe’s cultural heritage. At the same time,
the big corporations that currently dominate the LT market consider that there is no signifi-
cant market demand for smaller languages, because their speakers are more or less served
through other dominant languages. Consequently the industry does include small languages
in their portfolios of innovative and popular AI applications, such as voice assistants, creat-
ing a vicious circle of lack of demand and lack of offer of LTs for most of Europe’s languages.
To tackle the above obstacles the context where a language thrives should encourage fur-
ther use and it should facilitate deepening its penetration in digital life. More work must
be done, e. g., to deepen a language’s integration into social network applications, expand its
use in business and employment-oriented services, and extend its reach into entertainment-
related products. On the industry side, political pressure should be put on companies to
support minority and small languages by opening up their platforms, e.g. by including LTs
that have been developed by third parties. It could be in the form of a digital language tech-
nology act modelled on the anti-gatekeeping policies of the Digital Markets Act, and ensure
that individuals or groups are not kept outside of the society at large, thereby avoiding the
most serious threat to the future of minority and indigenous languages. From another per-
spective, investments on smaller languages could be required as part of a corporate social
responsibility policy.
On a parallel line of argumentation it has been considered imperative that ownership of

languages, including control of access and use, is transferred back to the language commu-
nities, and away from the major players. No single company alone can serve all languages,
and no-one should expect them to, either. On the contrary, working solutions for most of the
languages in the world will have to be developed by various third party groups: academics,
open-source groups, voluntary organisations, language activists, SMEs, etc. The language
communities should be mobilised and involved in all processes and projects on digitalisa-
tion and LT and they should embrace ownership of technologies for their languages.
A significant gap, concerning all areas of speech and language processing, is the scarcity

of trained personnel and expertise. One of the reasons for this gap is that LT is an interdisci-
plinary field of research and, as such, it requires the combination of diverse knowledge and
expertise. It additionally, and most critically, requires local expertise, i. e. knowledge of the
target language. Therefore, traditional silos of learning (e. g. third level institutions, training
programmes) need to adapt. It is imperative that the LT community expands, particularly
involving human science departments at universities; this action requires promotion and
lobbying on LT at political level. Even closer collaborations and communication between
the “traditional” LT research community and the new AI field, e. g., through the establish-
ment of dedicated academic LT training programmes is also recommended. Alongside the
scarcity of LT experts, there is a risk of losing emerging talent to innovative power-players
outside of Europe (with possibilities and salaries which can generally not be matched by Eu-
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ropean players). Thus policies for retention of highly skilled LT professionals should ensure
that talent is not only nurtured in Europe through education and training, but also retained.
A recurring issue pertinent to practically all European languages is the consideration of the

legal status of LRTs. Issues related to IPR or GDPR render resource owners hesitant about
sharing their datasets. In similar situations, non-explicit, unclear distribution and use terms
restrict sharing, use and re-purposing of digital texts and language processing tools. Thema-
jority of resources – when made available – pose restrictions on the types of uses they allow
(for example, for research purposes only or no derivatives), thus discouraging prospective
users, hampering new research and development and leading to repetition in resources cre-
ation. Especially when it comes to applications that involve social media data, as they are
often associated with delicate legal issues (related to proprietary rights or personal informa-
tion), their dissemination and further exploitation potential is limited. This hinders the de-
velopment of studies on opinionmining, fake news and hate speech detection, fact checking,
on biases and ethical issues, to name a few. There are additionally major problems in getting
the necessary authorisations tomake use of language data in certain domains e. g. health and
commerce, both of which are seen as sensitive. In practice IPR and GDPR often effectively
block research access to language data.
It is therefore important that IPR and GDPR regulations become more flexible, allowing

wider use of IPR protected data for the development of language technologies and resources
and for research purposes in a way that does not harm the interests of the authors. Clear
legal national frameworks and efficient transpositions and implementation of the European
directives on open data are essential to ensure well-regulated access to language data for
research and innovation (non-commercial and commercial) purposes.
Equally important is the provision of support and training to data owners on data and

technologies licencing issues. What is more is the promotion of the adoption of standardised
licences that are as open as possible, following the principle “Data should be as open as pos-
sible and as closed as necessary” and, in general, the promotion of an openness and sharing
culture. Coordinated actions to promote the culture of data sharing should target all stake-
holders, the public sector, research and industry, so that all potential data owners share with
as few restrictions as possible. All public sector language data in particular need to be open
and made available at least through the national open data portals. Openness can equally
benefit all stakeholders, but most importantly it Support for open source solutions, which
will allow small and medium-sized companies (and potentially also large ones) to develop
applications without having to face the initial investment barrier.
An equally important issue highlighted by the ELE language informants, especially those

representing small or minoritised languages, is the need to increase demand for and uptake
of LTs for these languages. This can be achieved by measures for the enhancing digital lit-
eracy and in general up-skilling (minoritised) language communities, in an attempt to raise
the level of the society’s ability to use the opportunities that language technologies have to
offer. The administration’s and public sector’s role in this respect is considered critical. Al-
though up to date for many languages the main force driving for LT development has been
the public sector and state-funded projects have resulted in a great number of resources
and tools, the public sector has almost exclusively acted as financier, but not as buyer or co-
developers of LTs. To increase uptake, the administration should fully incorporate cutting-
edge LTs, according to a programme linking AI and NLP with direct practical applications
to eGovernment, thereby acting as a true driver of demand. Moreover, the administration
should procure LTs that explicitly support the country’s/region’s language(s). Especially in
bi-/multilingual regions, the administration should use its purchasing power to insist on pro-
vision of technology supporting in particular all languages used in the region.
One of the most significant shortcomings identified for the vast majority of languages is

the lack of continuity in LT research and development support. Short-term coordinated
programmes tend to alternate with periods of sparse or zero funding. In most countries,
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there have been sporadic efforts, self-funded or partially supported within programmes in
the wider IT or AI areas. This situation has resulted in discontinued and unsustainable re-
sources and technologies, whereas it is unanimously agreed that targeted long-term support
and funding streams, in the form of a coordinated ELE programme, are necessary in order
to respond to the dynamic nature of digital technologies. Ideally, and in order to succeed
in setting up such a programme targeted to LT, LT should be part of the national AI strategy
and language policy: measures ensuring that the importance of language technology and
language-centric AI is appropriately recognised should be included in the state policies for
language, cultural and technological development.
Some of the characteristics of such a long-term ELE programme are the following:

• A coordinated ELE programme should be embraced and co-funded by national and re-
gional governments, as appropriate and relevant, for instance when it comes to re-
gional and minority languages or cross border collaboration for languages spoken in
neighbouring countries.

• It should coordinate, align and synchronise regional, national and EU priorities and
activities, especially with respect to research infrastructures and research priorities.

• With respect to the governance of the programme, responsibility should be assumed
by a dedicated body at the national or regional level: A distributed organisation should
overlook the implementation of the programme per country or language, while at the
same time it holds responsibility for supporting and enrich education in the fields of LT
and AI, increasing the visibility and ensuring the sustainability of existing and future
LT resources, and facilitating improved knowledge transfer and collaboration between
academic and industry stakeholders. Such an organisation can take the form for in-
stance of a distributed centre of excellence.

• Develop standard formulations for public procurement to give the public sector the
rights to language resources which emerge from translations and other services.

• It should equally fund research and the industry to tackle the identified disproportion
between funding for research (TRL 1-4) and industrial activities (TRL 5-9).

• A shift in focus is required to recognise technology as an equally important axis for
continued language use. This shift should see a broadening of scope in terms of funding
within the wider lens of speech and language technology.

• Projects that are to be funded through an ELE programme need to be very carefully
selected on the basis of their impact on the local economies and societies.

• An ELE programme should offer concrete opportunities for marketing and deploying
LT applications.

• Knowledge transfer projects should be funded which will not aim at mirroring existing
solutions for English but rather at supporting the development of adequate resources
and tools for endangered languages.

• A legal framework to achieve digital inclusion should be created. Such a legal frame-
work can be modelled on the Digital Market Act, and regulate access to language tech-
nology for all parts of a digital platform: from keyboards to digital assistants to locali-
sation.

• in bilingual communities, prioritise support for theweaker language/variety (wrt. to re-
gional/minority languages only): it must be a priority for decisionmakers to strengthen
LT for the lesser used language to avoid weakening its equal status.
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4.3 European Language Technology: The Voice of Europe’s Citizens
In order to assess experiences and opinions of LT use among the end-users at large, an online
survey was conducted that specifically targeted European citizens. The survey was designed
with the purpose of taking into account the average citizen’s opinions, individual needs,
wishes and general demands, as well as to make sure that their voices play a decisive role
in the pursuit of full DLE. This consultation with a larger and more diverse cohort of users
and consumers allowed us to obtain an overall picture of the current scenario and future
needs in terms of LT support across European languages. This also offers a representative
basis for technological and scientific forecasting on how LTs can be deployed and applied
in Europe by 2030 in the interest of DLE. To the best of our knowledge, this is the first ever
survey focusing on LTs conducted on this scale, covering such a wide range of languages and
such a large number of EU citizens.

4.3.1 Dissemination

The citzens’ survey was hosted on the QuestionPro71 platform, as it offered specific features
required for the structure of the survey logic. The survey was launched in January 2022 and
closed on May 1st, 2022. To ensure a wide reach across Europe, the first round of the dis-
semination process was carried out through Lucid’s Survey Solutions72 which offers online
market tools and access to a large community of respondents world wide.
In order to make the survey widely accessible, it was made available in 35 languages and

disseminated across 28 countries.73 The survey was first set up in English and was auto-
matically translated (where possible) using the eTranslation tool74 and post-edited by native
speakers of the target languages from the ELE consortium. After setting up the translated
versions on QuestionPro, the same native speakers were requested to review a preview of
the translated survey on the platform for the purposes of translation quality assurance. 28 of
the translation target languages were those supported by Lucid. Following a request for vol-
unteer translators from within the ELE consortium, six additional languages were included,
where linguistic expertise was available: Bosnian, Icelandic, Luxembourgish, Macedonian,
Maltese and Turkish.
For countries with more than one official language, we created a stand-alone version of

the survey in each of the languages spoken in the country. For instance, in Spain, four differ-
ent versions of the survey were set up in order to disseminate it in four languages, namely,
Basque, Catalan, Galician and Spanish. Creating separate language versions of the survey
for multilingual countries allowed us to specifically target regions in a country where com-
munities of respondents that were speakers of that languagewere likely to be found. The Lu-
cid responses were divided into quotas established by country, to ensure that the responses
collectively provided a fair representation of European citizens, and the quota established
for multilingual countries was divided between the languages spoken in the country. The
sample size established per language was based proportionally on the size of the population
speaking that language in the country.75 In Spain, for instance, as Spanish is the most widely
spoken language, 83% (750 responses out of 900) of the total quota was set up for the sur-
vey disseminated in Spanish, while the remaining 17%was distributed among the co-official
languages of Basque, Catalan and Galician.

71 http://www.questionpro.com
72 https://luc.id, now known as Cint
73 While ELE covers 85 European languages in total, we only produced translated versions for those languages for

which native speaker post-editing was available. The 35 languages covered by themultilingual survey represent
the support offered through the ELE consortium members.

74 https://ec.europa.eu/digital-building-blocks/wikis/display/CEFDIGITAL/eTranslation
75 Guidance on sample size to this effect was provided by Lucid, based on their previous similar campaigns.
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For countries and languages not covered by Lucid’s services, the survey was then dissem-
inated via ELE partners and language informants. Through their professional and social
media networks, they were able to target the communities of speakers of these languages.
The regions and languages not covered by Lucid, but part of the ELE remit, included Lux-
embourg, Macedonia, Malta, Turkey, Iceland and Bosnia. The general survey link was also
shared across the ELE partner network, from which a respondent could choose the version
of the survey localised in their language. In total, 21,108 complete responses were collected
through this online survey.

4.3.2 Analysis and Highlights of the Results

The European Citizen survey included a total of 11 questions, 6 multiple-choice questions,
4 single-choice questions and 1 open-ended question which allowed respondents to include
any comments or feedback they had.76 These 11 questions could be answered in approxi-
mately 5 minutes via computers or mobile devices. The full list of questions can be found
in Appendix A.1. In order to ensure the reliability of the survey data captured, a number of
data cleaning steps were required to remove responses that were deemed noisy or at risk
of skewing the survey results. These steps are presented in more detail in Appendix A.2.
The total number of valid responses that were used in the analysis of the data was 20,586
responses.
The demographic of the respondents is represented as follows:
27% of the respondents were between 25-34 years old. 23% accounted for both the 18-

24 and 35-44 age brackets. The rest of the respondents were 45+ years old. 1% respondent
preferred not to say. In terms of education, 35% of the respondents had reached High School
level only, 23% held a Bachelor’s Degree, 17% held a Master’s Degree, with the rest reporting
vocational training (11%), only some High School completion (7%) and holding a PhD (5%).
2% declined to say.
In the interest of space for this SRIA report, we limit our discussion of results here to three

of the questions, which we believe to be of particular interest:

Question 1 Please select all the words and terms you are familiar with or that you are able
to understand right away.
The respondents were presentedwith 10 frequently used terms in the LT space, alongwith

an option to indicate that none of the terms were familiar. The purpose of this question was
to gauge how much awareness the average EU citizen has of LT and its associated terminol-
ogy. Figure 7 demonstrates that ‘Machine Translation’ and ‘Chatbots’ aremost commonly un-
derstood terms amongst the respondents. More specific terminology describing the technol-
ogy space (‘Language-centric AI’ and ‘Natural Language Processing’) or a newer technology
(‘Conversational Agent’) is less commonly known. Interestingly, a non-negligible proportion
of respondents (11%) are not familiar with any of the terms.

Question 6 Please rate all the types of software applications, apps, tools or devices you use
for your language(s). Tools you do not use for your language(s) do not need to be rated.
The list of eight tools presented was: Search apps (e. g. Google, Bing); Personal assistant

apps (e. g. Siri, Alexa); Proofreading apps (e. g. spelling and grammar checkers, autocorrect);
Translation apps (e. g. Google Translate, DeepL); Automatic subtitling (e. g. news report,
YouTube); Language learning apps (e. g. Babbel, Rosetta Stone); Chatbots (e. g. for customer
support) and Screen readers.

76 Note that this breakdownwas incorrectly reported as 12 questions, 6 single-choice and 5multiple-choice inD2.17.
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Figure 7: Responses to Question 1: Please select all the words and terms you are familiar with
or that you are able to understand right away.

The ratings were based on a 5-point Likert scale. That is, the respondent had the option of
rating 1-star (i.e. poor) through to 5-stars (i.e. excellent) for each of the eight tools presented,
and for each language they selected in the previous Question 5. The aim of the question was
to understand the perception of the average EU citizen and LT user of the quality of the tools
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Figure 8: Responses toQuestion 6: Please rate all the types of software applications, apps, tools
or devices you use for your language(s). Tools you do not use for your language(s) do
not need to be rated.
Note that purple indicates the median score calculation and blue indicates the
mode score.

that they use for each language they speak. It is important to note that the responses are sub-
jective and limited to a respondent’s awareness of how ‘good’ a technology has the potential
to be. In the interest of space, Figure 8 presents only the languages for which language re-
ports were produced in ELE’s WP1 and only shows responses from the perspective of each
language, as opposed to each tool. The calculations used for Question 6 results are explained
in more detail in Appendix A.3.
To some degree, the results reflect the trend presented for the Technological DLE scores of

the relevant languages, as shown in Figure 1, in terms of the quantification of the Technolog-

WP3: Development of the Strategic Agenda and Roadmap 42



D3.4: Digital Language Equality in Europe by 2030: Strategic Agenda and Roadmap

ical Factors of the DLE Metric.77 The difference between the median score for English and
the next well-resourced languages is not as stark, however. This could be explained by the
fact that the ratings of the tools are bound to an upper limit of 5 and as a result the scores are
‘flatter’ and closer to each other. On the other hand, we can see that the mode score reveals
that tools for English, French, Spanish and Italian received more frequent higher ratings.
Nevertheless, the results provide a clear insight into the average European user’s perception
of LT quality.

Question 10 What would be the top 3 advantages of improving apps and tools for all lan-
guages? Please select the three most important advantages in your opinion.
The purpose of this question was to assess respondents’ views on the benefits of LT. No-

tably, as seen from Figure 9, LT is regarded as key to enhancing multilingual societies from
a linguistic diversity perspective. Of seemingly less importance to the average citizen is the
economic advantage that arises from LT support.

Figure 9: Responses to Question 10: What would be the top 3 advantages of improving apps
and tools for all languages?

4.4 European Language Technology: National LT/AI strategies in Europe
All European countries consider AI an area of strategic importance. In December 2018,
the EC and the Member States published the “Coordinated Plan on Artificial Intelligence”,
COM(2018)795, on the development of AI in the EU. The number of EU countries with an
AI strategy (29 out of 30, 97%) demonstrates the success of the plan. Only Croatia has no
official AI strategy as of yet. Figure 10 presents an overview of the LT funding situation in

77 For the purposes of this specific analysis, which focuses on the availability and perceived quality of tools and
applications, the situational Contextual Factors of the DLE Metric are largely irrelevant.
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Figure 10: Overview of the LT funding situation in Europe

Europe. In green those countries with a dedicated LT programme. In orange those countries
that explicitly provide funding for LT-related topics through AI. In yellow the ones with an
AI strategy mentioning LT and finally, in red, those countries with no AI strategy or having
an AI strategy but not mentioning LT at all.
The AI Watch National Strategies on AI: A European Perspective in 2019 report also anal-

yses the EU national AI strategies to identify areas for synergies and collaboration. It iden-
tifies several policy areas: human capital, from lab to market, networking, infrastructure,
regulation. LT is mentioned as part of the Danish, Latvian, Maltese, Portuguese, Slovakian,
Spanish and Swedish initiatives, so, as Rehm et al. (2020b) mention, LT is finally generating
some momentum. LT is considered key, and language understanding is seen as one of the
next generations of innovative AI technologies (STOA, 2017). For that, it is indispensable to
set aside funding exclusively for LT. According to Rehm et al. (2020b), only four of the 30
surveyed countries do not have some type of LT funding. Four countries have programmes
dedicated to LT (in green in Figure 10, Denmark, Estonia, Iceland, Spain), six provide funding
for LT-related topics through AI (in orange in Figure 10, Belgium, Denmark, Estonia, France,
Germany, Malta) and two (Ireland, Latvia) that do not have LT programmes, but rather a
language strategy defined by their governments. The Spanish government has recently an-
nounced a new strategic project for economic recovery and transformation (PERTE in Span-
ish) called ”The New Economics of Language”. 78 The PERTE is presented as an opportunity
to take advantage of the potential of Spanish and co-official languages as a factor for eco-
nomic growth and international competitiveness in areas such as AI, translation, learning,
cultural dissemination, audiovisual production, research and science. To do this, it has a
budget of 1.1 billion euros of public investment, with the aim of mobilizing another billion
in private investment. Moreover, following the lines of the Spanish Plan for the Advance-
ment of LT79, the Catalan government has also launched the AINA project,80 the Galician
government the Nós project81 (de Dios-Flores et al., 2022) and the Basque Country the GAITU
78 https://planderecuperacion.gob.es/como-acceder-a-los-fondos/pertes/perte-nueva-economia-de-la-lengua
79 https://plantl.mineco.gob.es/Paginas/index.aspx
80 https://politiquesdigitals.gencat.cat/ca/tic/aina-el-projecte-per-garantir-el-catala-en-lera-digital/
81 https://www.xunta.gal/hemeroteca/-/nova/134792/xunta-usc-ponen-marcha-lsquo-proxecto-nosrsquo-que-

permitira-incorporar-galego
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project.82 Currently, there are plans to create a network of research centers to coordinate
the regional and national LT projects in Spain. Hopefully, these initiatives could also be used
as a running model for the whole European ELE programme.
On 16 March 2022, the Committee of Experts of the European Charter for Regional or Mi-

nority Languages83 adopted a statement on the promotion of regional or minority languages
through artificial intelligence (AI).84 In this statement, the Committee of Experts notes that
AI applications may facilitate the daily use of regional or minority languages and support
authorities in promoting them in accordance with the Charter. The Committee of Experts
encourages states to promote the inclusion of regional or minority languages into research
and study on AI with a view to supporting the development of relevant applications as well
as to develop, in co-operationwith the users of such languages and the private sector, a struc-
tured approach to the use of AI applications in the different fields covered by the Charter.
The adoption of the statement was based on the study “Facilitating the Implementation of
the European Charter for Regional or Minority Languages through Artificial Intelligence”.85
In fact, the conclusions of the Education, Youth, Culture and Sport Council, 4-5 April 2022

call for the development of an ambitious digital policy for language technologies, translation
and lifelong language learning and teaching. The EU wants to take advantage of new tech-
nologies to foster multilingualism, which nurtures cultural exchanges and facilitates access
to culture.86

4.5 European Language Technology: SWOT Analysis
Taking into account all the reports, documents and national and international initiatives,
this section summarizes the most relevant findings of these previous and existing reports
analyzed here in terms of a SWOT analysis. It tries to identify the relevant internal and
external factors that are favourable and unfavourable for creating an agenda and roadmap
to make digital language equality a reality in Europe by 2030.

Table 3: SWOT Analysis
Strengths

- Emergence of powerful new deep learning techniques, tools that are revolutionizing LT.
- Important basic LT has been developed, and applications that are used on a daily basis by
hundreds of millions of users for speech recognition, speech synthesis, text analytics and ma-
chine translation are available.
- Existence of multiple national and European LT research networks, associations, communi-
ties and other relevant stakeholderswhose objective is to promote all kinds of activities related
to research, development, education and industry in the field of LT, both nationally and inter-
nationally.
- Existence of unique, valuable and potentially very useful data resources that can be exploited
by current LT. An enormous amount of information is expressed in human language.
- Increasing number of companies in LT and good level of readiness for the implementation of
LT in production environments.
- LT contributes to the development of inclusive digital societies, and is useful for digital trans-
formation and responding to social challenges (accessibility, transparency, equity).

Continued on next page
82 https://www.irekia.euskadi.eus/es/news/76846-gobierno-vasco-presentado-gaitu-plan-accion-las-tecnologias-

lengua-2021-2024-cual-tiene-objetivo-integrar-euskera-las-tecnologias-linguisticas
83 https://www.coe.int/en/web/european-charter-regional-or-minority-languages/committee-of-experts
84 https://rm.coe.int/declaration-ai-en/1680a657ff
85 https://rm.coe.int/min-lang-2022-4-ai-and-ecrml-en/1680a657c5
86 https://www.consilium.europa.eu/en/meetings/eycs/2022/04/04-05/
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Table 3 – Continued from previous page
- The European High Performance Computing Joint Undertaking (EuroHPC JU), a joint initia-
tive between the EU, European countries and private partners, is developing a World Class
Supercomputing Ecosystem in Europe that can alleviate the computing divide between large
firms and non-elite universities. - A call for tenders has been recently launched for a ‘Common
European Language Data Space (LDS)’.

Weaknesses
- The LT markets are currently dominated by large non-EU actors, which do not address the
specific needs of a multilingual Europe; Europe remains far behind compared to other de-
veloped technology-intensive regions of the world, on account of market fragmentation, in-
sufficient funding and legal barriers, thus hindering online commerce and communication.
Europe does not fully exploit its enormous potential in LT.
- LT currently only plays a rather subordinate role in the political agenda and public debate
of the EU and most of its Member States. Secondary topics are too dominant in the public
discussion (for example, dangers of deep fakes).
- There is a general misconception and over-hyping of the actual AI and LT capabilities, that
can lead to exaggerated expectations and backfire. AI is often perceived in a polarized fashion
as either “magical” technology that can solve any problem, or as a threat for jobs and workers
to be replaced by machines.
- While metrics and benchmarks exist for various sub-fields, it is often difficult for users or
buyers to determine how well LT tools work with their own content. In terms of the nature
of datasets used in benchmarking, businesses require realistic data and not “toy” examples
that are not applicable to real-world problems. - No common EU policy has been proposed to
address the problem of language barriers.
GDPR/Copyright is a major barrier to the access and re-use of language resources, in competi-
tion with countries that adopt the “fair use” doctrine.
- The Open Data Directive (2019/1024/EU) does not include language data as a high-value data
category. Most of the data require extensive IPR clearing (to address Copyright and GDPR).
- There is a lack of adequate LT policies and sustainability plans at the European and the dif-
ferent national levels to properly support European languages through LT. Only four of the
30 European countries studied have a dedicated LT national programme and only six have
included LT funding through the AI national strategies.
- Not all EU Member States are official full members of the CLARIN European Research Infras-
tructure.
- There is scarce and limited LT support for non-official EU languages.
No European LT association is represented in the new Data, AI and Robotics public-private
partnership.
- There is a lack of necessary resources (experts, HPC capabilities, etc.) compared to large US
and Chinese IT corporations (Google, OpenAI, Facebook, Baidu, etc.) that lead the development
of new LT systems. In particular, the “computing divide” between large firms and non-elite
universities increases concerns around bias and fairness within AI technology, and presents
an obstacle towards “democratizing” AI.
- Compared to English, there are fewer LT resources and tools including language resources,
annotated corpora, corpora covering various domains, pre-trained language models, bench-
mark datasets, software libraries, etc.
There is an uneven distribution of resources (funding, open data, language resources, scien-
tists, experts, computing facilities, IT companies, etc.) by country, region and language.
- There is a weak open data sharing culture for many public stakeholders and SMEs across a
number of EU member states, due to the lack of awareness or implementation of the EU Open
Data Directive.
- The investment in AI does not reflect the real importance of LT.

Continued on next page
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Table 3 – Continued from previous page
There is a fragmented European market with an extremely large and varied base of more
than 1000 SME companies that develop LT. Small to medium national technology companies
have little capital and investment in LT capabilities. The markets are small for low-resource
language speakers.
- In many countries, there are weak links between academia and industry and insufficient
effective mechanisms for knowledge transfer.
There is weak internationalization of R&D&I and innovation.

Opportunities
- Many new powerful monolingual, multilingual and cross-lingual deep learning LT capabili-
ties are available.
- LT is key for the realisation and support of European multilingualism.
- LT is used in practically all everyday digital products and services, sincemost use language to
some extent, especially all internet-related products such as search engines, social networks
and e-commerce services.
- LT can impact on sectors of fundamental importance to the well-being of all European citi-
zens, such as health, administration, justice, education, culture, tourism, etc.
LT offers effective solutions to facilitate monolingual and multilingual communication, also
for the deaf and hard of hearing, the blind and visually impaired and those with language-
related disabilities or impairments.
- LT is one of the most important AI application areas with a fast growing economic impact.
Enormous growth is expected in the global LT market based on the explosion of applications
observed in recent years and the expected exponential growth in unstructured digital data.
- Europe can play an economic leading role with its neighboring countries through good part-
nerships based on the use of LT customized to other languages.
- Growing trend for the LTmarket and industry in Europe regarding the exploitation of digital
resources and data of linguistic interest. Digitisation is one of the key means to generate new
economic growth.
- Consolidation of a competitive LT industry that harnesses the potential of research and
academia both in educating well-trained LT professionals and in transferring research results
to industry and public administrations.
- Increasing interest in higher education to organise Bachelor and Master in Science degrees
(BSc,MSc) level education inAI/LT.When coordinated andquality-checked carefully, this could
lead to an important increase of the AI/LT-educated workforce.
- Increasing awareness about the possibilities of AI and LT and the necessity to invest and
coordinate efforts.
- Increasing awareness of the need to cultivate a culture of data sharing in public administra-
tions will provide the foundations upon which public sector LT can thrive.
- Substantial breakthroughs and fast development of LT offer new opportunities for digital
communication; current multilingual and cross-lingual deep learning LT allows for the cre-
ation of newmultilingual pre-trained language models and systems that can leverage and bal-
ance LT across all European languages.
- Community-driven open sourcing of large models happens at breakneck speed, empowering
collectives to compete with large labs.
- Openness of infrastructures for data and technologies is improving.

Threats
- As shownpreviously in this report, at least 18 European languages are still in danger of digital
extinction, thwarting the fundamental concept of the languages of Europe being equal.
- A divide will inevitably emerge across EU Member States, as countries with sufficient lan-
guage technologies will gain economic advantage.

Continued on next page
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Table 3 – Continued from previous page
- The lack of digital support for a language can, over time, lead to (1) users defaulting towriting
or speaking in another supported language or (2) users ceasing to interact with technologies.
In the case of (1), this is a clear step towards language shift and eventual language decline,
particularly amongst younger generations. In the case of (2), a divide arises in levels of infor-
mation accessibility and economic progression across language communities.
- Deep learning LT and large pre-trained language models have shortcomings and limitations.
Large language models have limited real-world knowledge, can generate biased and factually
incorrect text, may contain personal information, etc. They are also expensive to train, difficult
to interpret or explain and have a very heavy carbon footprint. It is important to understand
the limitations of large pre-trained language models and put their success in context.
- AI is a very broad area, which overshadows and dwarfs the importance, benefits and contri-
butions of LT, especially in Europe.
- Loss of LT skills and human capital trained in Europe due to the lack of sufficient research,
transfer and funding opportunities.
- Inability to attract or retain EU researchers and experts skilled in LT and AI.
- Most work in the LT ecosystem requires expert-level skills in the realm of tools related to data
management, data science and NLP processing. This creates bottlenecks in industry since it
does not allow domain experts (e. g. experts in finance) to become actively involved without
rather extensive tool training.
- Growing development of the sector in US and China that will sooner or later penetrate the Eu-
ropean application market, limiting the Digital Language Equality opportunities as described
in this report.
- The complexity of copyright/GDPR/Open Data directives makes the access to resources too
costly, unclear and risky.
- Fear of many jobs becoming redundant due to the deployment of AI-powered technologies.
Without clear LT strategies, policies and standards, interoperability issues will arise across the
various data formats and system intfrastructures developed at an enterprise level. - Multilin-
gual countries often feature a more dominant language that influences the language medium
through which education is offered across society. While lesser-spoken language-medium
schools are key to ensuring continued use of the language across generations, the availabil-
ity or lack of language technology to support learning could eventually create a divide in the
levels of education on offer to citizens, contributing further to societal inequalities.
- Online datamining is often used by governments andmedia to gather information on events,
political issues and public sentiment. However, in a multilingual society, only the opinions or
comments of those in the technologically supported languages will be represented. In other
words, the voices of many will be left unheard, unrepresented and unaccounted for.
- In multilingual environments, it is common to find online multilingual text known as code-
switching. Most LT tools are not equipped to deal with this naturally occurring linguistic phe-
nomenon and as a results, such text is ignored or overlooked.
- Scaling laws for large language models refocus on amount and variety of data which could
be a problem for less-resourced languages.

5 Digital Language Equality in 2030: The ELE Technology
Vision and Priority Research Themes

The ELE Programme, specified in the formof this SRIIA,will serve as the blueprint for achiev-
ing DLE in Europe. While the political and societal goal is indeed reaching full Digital Lan-
guage Equality across all European languages (and, at the same, preventing digital extinction
of many of our languages in Europe), the scientific goal envisioned to be reached by 2030 is
Deep Natural Language Understanding. Human languages are incredibly complex. We do not
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yet have algorithms or machines that are able to accurately and seamlessly integrate modal-
ities, situational and linguistic context, general world knowledge, reasoning, emotion, irony,
sarcasm, humour, metaphors, culture or explainability, or that are able to do all of this as re-
quired on the fly and at scale reliably across domains for the many languages of Europe and
beyond. All of these bear on and are the hallmarks of truly deep language understanding
in contrast to shallow processing – deep language understanding in the sense that the re-
sulting application using LT is not an opaque black box but able to explain itself: why did it
make the decision it made given the linguistic, situational or communicative context (across
modalities), linguistic knowledge or general world knowledge?
Since 2010, the topic has been receiving more and more attention, recently also increas-

ingly on a political level. In 2017, the study Language Equality in the Digital Age – Towards
a Human Language Project (STOA, 2017), commissioned by the European Parliament’s Sci-
ence and Technology Options Assessment Committee (STOA), concluded that the topics of LT
and multilingualism are not adequately considered in current EU policies. Over the coming
years, AI is expected to transform not only every industry but society as a whole. The scien-
tific and technological roots of LT are deeply embedded in AI and Computational Linguistics,
especially with regard to the development of knowledge-based systems for language under-
standing. An increasing number of researchers perceive full language understanding to be
the next barrier and one of the ultimate goals of the field at large and the next generation
of innovative AI technologies. The European Parliament adopted, on 11 September 2018,
with a landslide majority of 592 votes in favour, a resolution on “language equality in the
digital age” (European Parliament, 2018) that also includes the suggestion to intensify re-
search and funding towards Deep Natural Language Understanding. Both the STOA Report
and the EP Resolution emphasise the enormous need for a large-scale, multidisciplinary LT
development and deployment programme that benefits European society, industry and pol-
itics. The technological, societal and economic opportunities of developing technologies for
cross-lingual and cross-cultural communication in Europe, and beyond, are almost endless.
The internal and external consultations and surveys conducted by the ELE consortium as

well as the empirical results as exposed by the ELE Dashboard confirm that there is still a
huge gap in LT support for English and all other European languages, with dramatic differ-
ences in several cases. Even though there is an increased interest in closing the gap and in
developing more technological support for under-resourced languages, limited funding, un-
even demand and various obstacles make it a very challenging endeavour. Basic research
is still urgently needed. For many languages there is a severe lack of available data. The
fragmentation of the LT industry remains a serious hindrance. On the other hand, the last
decade has seen progress on a larger scale than could have been imagined 10 years ago.
Many experts highlight European excellence, also on a global level and consider leadership
in LT and language-centric AI to be possible if the necessary conditions are created by polit-
ical decision-makers.
While the goal of Deep Natural Language Understanding by 2030 is ambitious, it can be

reached by setting up a shared programme between the EU, the Member States, regional,
national and international authorities and other stakeholders, including industry. It must
necessarily include a balanced mix of basic research, applied research, technology devel-
opment, resource development, innovation and commercialisation, driven by regional and
national funding aswell as funding from the EuropeanUnion; education and talent retention
must be taken into account, too, to ensure long-term sustainability. The programme should
run for approx. ten years, so that the political and societal goal as well as the scientific goal
can be adequately addressed. Public procurement and a policy change towards “LT enabled
multilingualism” are crucial related aspects.
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5.1 Priority Research Themes
Natural language is at the heart of human intelligence. Languages are the most common
and versatile way for humans to convey and access information. We use language, our natu-
ral means of communication, to encode, store, transmit, share and manipulate information.
As mentioned in chapter 3, unstructured data independent of it’s modality is the usual case
(around 80%) when dealing with digital information inmultiple languages.87 That generates
a huge challenge for any organisation that wants to exploit and process its information given
that most compter systems today process dominantly structured data. The lack of structure
causes ambiguity and complexity in the processing and requires knowledge about the con-
text and the world. Therefore, language is and must be at the heart of our efforts to develop
AI technologies - as well as simply many traditional IT systems.88 No effective AI-powered
tool can exist without mastery of language.89 Thus, language is the next great frontier in
AI.90 In fact, currently, LT is arguably the hottest field of AI.91
Despite claims of human parity in many of the LT tasks, Natural Language Understanding

(NLU) is still an open research problem far from being solved since all current approaches
have severe limitations. The development of new LT systems would not be possible without
sufficient resources (experts, data, computing facilities, etc.). Creation of carefully designed
and constructed evaluation benchmarks and annotated datasets for every language and do-
main of application is needed, to foster technological progress, while encouraging deeper
understanding of themechanisms bywhich they are achieved. All these effortswill then lead
to long-term progress towards multilingual, efficient, accurate, explainable, ethical and un-
biased language understanding and communication, to create transparent digital language
equality in Europe in all aspects of society, from government to businesses to the citizens.

5.1.1 Overall Goal: Deep Natural Language Understanding

Much has been said in recent times about the expected impact of intelligent systems inmany
aspects of our lives. Today’s large amount of available data, produced at an increasing pace
and in heterogeneous formats and modalities, has stimulated the development of means
that extend human cognitive and decision-making capabilities, alleviating such burden and
assisting our drivers, doctors, teachers and scientists, and sometimes even replacing them.
In scientific disciplines like biomedical sciences, some like (Kitano, 2016) even propose a

new grand challenge for this kind of systems: to develop an artificial intelligence that can
makemajor scientific discoveries and that is eventually worthy of a Nobel Prize. Though still
far from realization, this scenario suggests the time is ripe for a shared partnership withma-
chines, whereby humans can benefit from augmented reasoning and information manage-
ment capabilities ifmachines are endowedwith the necessary intelligence to assist with such
tasks. Through such partnership, we can expect a virtuous circle of training data collection,
active learning, and interactive feedback, which will result in self-adaptive, “everlearning”
systems. We have already seen signs of such partnership, for example in the application of
generative language models like GPT-3 to produce text given a prompt, with applications in
a wide variety of business sectors. Based on these developments, some suggest92 that the fu-
ture of artificial intelligence lies in the development of systems that allowmaintaining a con-
versation with a computer. This scenario goes beyond current chatbot technologies, which
many deemed as mere digital parrots, able to copy form without understanding meaning,

87 http://breakthroughanalysis.com/2008/08/01/unstructured-data-and-the-80-percent-rule/
88 https://hbr.org/2022/04/the-power-of-natural-language-processing
89 https://www.nytimes.com/2022/04/15/magazine/ai-language.html
90 https://www.forbes.com/sites/robtoews/2022/02/13/language-is-the-next-great-frontier-in-ai/?sh=6995a0865c50
91 https://analyticsindiamag.com/is-nlp-innovating-faster-than-other-domains-of-ai
92 https://www.theverge.com/22734662/ai-language-artificial-intelligence-future-models-gpt-3-limitations-bias
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but nevertheless capable of creating a dialogue with the user. This is something that often
seems missing from the introduction of AI systems like facial recognition algorithms, which
are imposed upon us, or self-driving cars, where the public becomes the test subject in a
potentially dangerous experiment. With AI writing tools, there will be the possibility for a
conversation. However, this will require advances in knowledge representation, true under-
standing of meaning and pragmatics, and the ability for the models to reason, deduct new
knowledge and relations, as well as explain and interpret their predictions in ways that hu-
mans can understand and relate to. The artificial intelligence community and particularly
the areas related to text understanding will soon need to address issues other issues like fair-
ness in ways that tangibly and directly benefit disadvantaged populations. We have spent
large amounts of effort discussing about fairness and transparency in our algorithms. At the
algorithmic level, fairness has to do with the absence of bias in the models that e.g. in nat-
ural language understanding are used to address tasks that may range from the evaluation
of mortgage applications or insurance policies to medical examination and career recom-
mendation. If the algorithms are biased, then so will the outcome of their predictions be and
inequalities would be perpetuated as the use of artificial intelligence unrolls more andmore
deeply in society. This is essential work, but now it is time to develop systems and tools that
have a tangible impact in business and society. The lack of resources in a specific language
to train a natural language understanding model in such language is another source of dis-
crimination. A very visual example in a related domain has to do with the use a smartphone
navigation app in a wheelchair — only to encounter a stairway along the route. Even the
best navigation app poses major challenges and risks if users cannot customize the route to
avoid insurmountable obstacles. Similarly, the lack of availability of service functionalities
in all language will have an undesired effect in the respective populations. Accessibility, ed-
ucation, homelessness, human trafficking, misinformation, and health among others are all
areas where artificial intelligence and text understanding can have a major positive impact
on people’s quality of life. So far, we have only started to scratch the surface.
All of the above - specifically in Europe - has to be put in the multilingual context to as-

sure digital language equality among all relevant languages. In addition, where appropriate,
translation (both of spoken and written language) is still highly relevant, in terms of quality
(including specialized domains), speed, footprint and accessibility.
Therefore, the specific areas to concentrate on during the next ten years are

• Machine Translation, for both written and spoken language;

• Text analytics from basic language processing (BLARK) to information extraction and
grounding; natural, unbiased and context- and culture-aware text generation;

• Speech processing in all aspects, from language identification to high-quality ASR in
adverse environments and natural TTS;

• Data and Knowledge acquisition, curation, persistence and standardization, across all
languages;

• Infrastructure development as a basis for all data, tools and services.

These areas are described in more details below, including some specific recommenda-
tions related to their feasibility, achieving the progress needed, and way of supporting them.

5.1.2 Machine Translation

Multimodal MT A new definition of how context-aware MT should be addressed is essen-
tial, including understanding the context-related issues in different languages and domains,
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and the context span necessary to solve those issues, including external information (meta
data). This external information can go beyond text data and include images, videos, tables,
etc. by developing multimodal MT systems (Yao and Wan, 2020). Future systems should
combine different sources of information to help disambiguate words in the descriptions
or reviews of products for e-commerce or online shopping, etc. In this line of research, for
the 70 million Deaf people on the planet, improved sign-language translation is needed to
enable them to communicate with one another as well as with non-Deaf communities. As
well as many other things in this space, formalisms that capture manual and non-manual
features and combine them together would be a significant contribution. Similarly, there
is an expanding preference (especially among younger users) for voice-based interaction
with devices, which points to more and more applications for speech-to-text and speech-
to-speech translation. By 2030, it is likely that the automatic speech recognition-MT-speech
synthesis pipeline will have been replaced by more direct approaches that model spoken
language translation as an end-to-end process (Di Gangi et al., 2019). However, clearly more
work needs to be done in this regard.

European MT Sovereignty Future publicly availableMT systems should not rely or depend
on large non-European companies. Otherwise there is a serious risk that what is freely avail-
able now (e. g., Google Translate, Bing Translator, etc.) could (easily) be taken away if those
companies find a way to increase revenue in other directions, so that they deprecate their
MT offerings, as has frequently happened with other services and technologies developed
and provided by these large corporations.

MT evaluation The MT community still largely relies to a large extent on one of the first
automaticMT quality evaluationmetrics, BLEU, and there is a noticeable reluctance to aban-
don this measure despite a large body of research pointing out its drawbacks (Mathur et al.,
2020; Kocmi et al., 2021). Future MT systems should be evaluated by new automatic metrics
which represent better approximations of human judgments and also ideally abandon the
dependence on human reference translations, which is a serious limitation. While the qual-
ity of human translations can be revised and controlled in the future as mentioned above,
the problem of scores providing information only on how close the system output is to just
a single possible correct translation among many does not essentially reflect any actual as-
pect of translation quality in the real world. Future metrics should be designed in a flexible
manner so as to use the original text and MT output to provide information about the de-
sired quality aspects for the specific task at hand. Another related aspect to be prioritised
concerns the need to extend automatic MT quality evaluation from the currently dominat-
ing sentence/segment level to the entire text that is processed with machine translation, to
adequately capture suprasentential discourse phenomena that are typically disregarded at
present (e.g. anaphora, textual cohesion and coherence, cross-references, etc.).

5.1.3 Text analytics and TDM

NLP with common sense and reasoning Integrating common sense and reasoning in NLP
systems has long been seen as a near impossible goal – until recently. Now, research in-
terest has sharply increased with the emergence of new benchmarks and language models
(Mostafazadeh et al., 2016; Talmor et al., 2019; Sakaguchi et al., 2020; Ma et al., 2021; Lourie
et al., 2021). This renewed interest in common sense is encouraged by both the great em-
pirical strengths and limitations of large-scale pretrained neural language models. On one
hand, pretrained models have led to remarkable progress across the board, often surpass-
ing human performance on leaderboards. On the other hand, pre-trained language models
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continue to make surprisingly basic and sometimes bizarre mistakes.93 This motivates new,
relatively under-explored research avenues in common sense knowledge and reasoning.

Alternatives to data-intensive NLP The data-hungry and blackbox nature of current deep-
learning approaches is leading to potential negative impacts on the environment (carbon
footprint of processing power) and challenges in interpretability. There is therefore a clear
need for further research into less computationally-intensive and less opaque solutions for
TA and NLU. One growing avenue of research is the combination of language models with
symbolic approaches (knowledge bases, knowledge graphs), which are often used in large
enterprises because they can be easily edited by human experts, even though this is a non-
trivial challenge. As such, there is much value in investigating possible opportunities to
leverage both structured and unstructured information sources, and to enhance contex-
tual representations with structured, human-curated knowledge (Peters et al., 2019; Colon-
Hernandez et al., 2021; Lu et al., 2021). Other promising areas of research to overcome the
need for large datasets include few-shot or even in zero-shot approaches including natural
language prompting (Brown et al., 2020; Ding et al., 2021). Prompting or prompt-based learn-
ing is a technique that involves adding a piece of text (called promts) to the input examples to
encourage a language model to bring to the surface the implicit knowledge that is required,
thus helping the language model to perform the task at hand. The application of zero-shot to
few-shot transfer learning with multilingual pre-trained language models, prompt learning
and self-supervised systems opens up the way to leverage NLP techniques for less technolog-
ically supported languages, to promote DLE in Europe by 2030.

Human-in-the-loop NLP Traditional linear NLP development pipelines are not designed
to take advantage of human feedback. Advancing on the conventional workflow, there is a
growing research body of Human-in-the-loop (HITL) NLP frameworks, or sometimes called
mixed-initiative NLP, where model developers continuously integrate human feedback into
different steps of the model deployment workflow. This continuous feedback loop cultivates
a human-AI partnership that not only enhances model accuracy and robustness, but also
builds users’ trust in NLP systems (Wang et al., 2021). This form of human interventionwhen
developing NLP tasks is not new, and has been used for a long time e. g. in MT, where au-
tomatically generated translations are often post-edited by humans, who improve upon the
raw output of the system. In areas such as text simplification or summarisation, machines
have shown a reasonable capacity to recognize the most salient points of large documents,
but have problems turning these points into coherent texts. But having a machine highlight
the key ideas in a document and a human turn that into a short snippet, outperforms either
approach working alone. Further research into this area is required as AI and NLP become
embedded in everyday work processes, leading to increased human-computer interaction.

5.1.4 Speech

Broader voice coverage and diversity The issue of the lack of availability of data affects
all 4 research themes. However, in the case of Speech Technology, the amount and breadth
of coverage of training data has a direct impact on accessibility and the potential user base
of a given speech-based technology. This not only includes language coverage (which limits
current STs to speakers of certain well-supported languages) but also coverage of speakers
of dialects, non-native speakers with pronounced accents, voices of the elderly, children’s
voices, or voices of the orally impaired. For example, the diversity of contexts and speakers

93 https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-
intelligence-ai-opinion/
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represented by popular ASR benchmarks like Librispeech (Panayotov et al., 2015; Garnerin
et al., 2021) (read speech), and Switchboard (Godfrey et al., 1992) (spontaneous speech) is lim-
ited. Recent works attempt to address this problem by introducing benchmarks that mimic
real-world settings, with the goal of detecting model biases and flaws (Riviere et al., 2021).
The results obtained on this set show that while contemporarymodels do not appear to have
a gender bias, they often reveal significant performance differences by accent, and much
greater differences depending on the socio-economic background of the speakers (Backfried
et al., 2022). Speech datasets therefore need to be carefully collected and curated to avoid
marginalisation of subgroups of the population who otherwise would be denied access to
advances in this field. Where such data is limited in availability, new methodologies for
augmenting these datasets also need to be explored.

Multi-speaker environments While most research to date has focused on a single user’s
interactions, speech technologies embodied in virtual assistants are becoming increasingly
popular in social spaces. This highlights a gap in our understanding of the opportunities and
constraints unique to multiple user scenarios. These include detecting if users address the
system or other participants, speaker diarization (see Park et al. (2022) for a review of re-
cent advances in speaker diarization with deep learningmethods), understanding aspects of
social dynamics, and finding interaction barriers are some of the factors that restrict the use-
fulness of voice interfaces in group settings (Backfried et al., 2022). Similarly, Kanda et al.
(2021a) and Kanda et al. (2021b) have demonstrated examples of research on E2E multi-
speaker ASR for meeting transcription. Multi-speaker, multi-channel, multi-microphone se-
tups may provide further angles of research and lead to improvements in this area.

Evaluation metrics and accuracy The single most frequently mentioned hindering factor
for the broad adoption of speech technology is one that has been discussed for the past 40
years: accuracy. The perceived accuracy and its exact meaning have changed dramatically –
from individual words being misrecognised, to intentions that are not correctly interpreted
in complex situations, with the need for accuracy assessments reaching well beyond the ac-
tual accuracy of an ASR system only, regarding it in a more comprehensive and embedded
manner. Whereas WER as an evaluation measure has had its merits to measure progress
in ASR (and still does so), more comprehensive approaches to measuring the impact of ASR
performance on downstream tasks and actual deployments may require novel approaches.
WER alone clearly does not provide the full picture when it comes to the perceived perfor-
mance and usability of complete systems comprising several kinds of speech and language
technologies (Backfried et al., 2022). Similarly, the most popular measure of quality in TTS
is the Mean Opinion Score (MOS) (Goldstein, 1995; Rec, 2006). Considerable time and effort
must be devoted to the development of this subjective evaluation, as a large number of in-
dividuals is needed to reliably rate the TTS systems. Although MOS tests are still the most
frequently used option to assess TTS, they have been criticised as they offer only a general
measure of the overall quality and may not be suitable for evaluating long synthetic speech
passages (Clark et al., 2019; Wagner et al., 2019; Backfried et al., 2022).

5.1.5 Language Data, Resources and Knowledge

Data and Knowledge Resources Availability The availability of suitable language data for
use in both training and evaluating today’s state-of-the-art data-driven LT tools is crucial. In
particular, when it comes to current deep-learning paradigms, the size of a training dataset
directly correlates with the quality of the LT tool. However, the current lack of parity in such
resources for different languages translates directly to digital language inequalities. Across
the EU, language data availability varies, often due to the number of speakers, which can
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determine the amount of commercial interest and the extent of digital content creation. In
addition, the willingness of enterprises or public sectors to make data available plays a role
along with restrictions through GDPR, licensing or copyright. Furthermore, there is much
untapped potential in terms of quality language data across EU public sectors. In fact, in rela-
tion to MT data, Berzins et al. (2019b) report on the difficulties experienced across a number
of EU member states in accessing public sector language data – due to the lack of aware-
ness or implementation of the EU Open Data Directive. In general, the value of language
data is still widely unknown. To add to this data scarcity, many LT tools require knowledge
databases or annotated or labelled data, which can be a time-intensive task that often re-
quires skilled domain expertise, and which is a costly overhead for both the research and in-
dustry communities. Moreover, the lack of coverage in particular domains poses restrictions
for advancements in LT in these areas: e.g. medical, health, pharmaceutical, legal, finance,
insurance, science, manufacturing, publishing and so on. Research is thus needed to find
faster, cheaper, more reliable and if possible multilingual methods and procedures that will
generate the necessary datasets in a short time and in good quality. This of course goes hand
in hand with fundamental research on language models and in general on Deep Learning
and hybrid approaches, since progress there can change the need for data in volume, anno-
tation and other aspects. While recently presented results indicate that novel approaches
could indeed be applied to address some of the challenges related to the creation of mod-
els for low-resourced languages, the scope of their application and inherent limitations are
still the subject of ongoing research (Backfried et al., 2022). With regards to accessibility of
data the movement of FAIR Data and Principles,94 that has been established in the scientific
community and is now spreading also to other data communities, has become a de facto
standard concept. The FAIR principles are: Findability, Accessibility, Interoperability, and
Reuse of digital assets. The EU’s Data Spaces represent a positive step towards addressing
these data availability issues.

Data Interoperability Compounding the issue of Data Availability, Data interoperability is
another important factor in regard to data acquisition, sharing and efficient use. There are
countless standards regarding data interoperability in placeworldwide by several standardi-
sation bodies and in several industry domains. However, this diversity of data interoperabil-
ity standards presents a problem as there is only little mapping between such standards and
approaches. Standards also often are developed in research projects without the involve-
ment of the end users and thereby sometimes lack implementation experience. Moreover,
there are many data silos in place that are not connected nor interoperable. Therefore, data
acquired from different sources need to be continually tested, evaluated, improved in qual-
ity and finally integrated with huge effort, which makes working solutions based on such
data extremely costly (Kaltenboeck et al., 2022).

Data and Ethics With the rise of artificial intelligence (AI) andmachine learning, as well as
the overall movement of data collection and processing, the component of: data and ethics
becomesmore andmore important. Neural languagemodels operate as black boxes that are
hard to interpret. This lack of transparency makes it difficult to build trust between human
users and system decisions. Lack of explanation abilities is a major obstacle to bring such
technology in domainswhere regulation demands systems to justify every decision. Further-
more, language models face ethical challenges including gender, racial and ethnical biases
that are learnt from biases present in the data the models are trained on, thus perpetuat-
ing social stereotypes (e.g. as found in MT (Vanmassenhove andWay, 2018; Vanmassenhove
et al., 2019)). These biases replicate regrettable patterns of socio-economic domination that

94 https://www.go-fair.org/fair-principles/
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are conveyed through language, since these biases are present in the training data and are
then amplified by models which tend to choose more frequent patterns and discard rare
ones. In the future, ethical and fair LT should not further propagate notions of inequal-
ity, but rather foster an inclusive society based on acceptance and respect: in future models,
those biases should be removed altogether, to ensure that the language produced by such sys-
tems does not reinforce and propagate inequality and exclusion. Future research avenues
include exploring ways to achieve this through the examination of training data, identifying
biased parts or gaps, and enriching the data by providing alternatives, or by replacing them
altogether. Modifying models could reduce biases, too, for example by introducing weights
for probabilities of words related to bias. In terms of ethically and responsibly managing
language data, issues relating to data privacy, security, and the processing and protection
of personal identifiable information (PII) need to be taken into account, while seeking a bal-
ance whereby laws (such as the current GDPR restrictions) do not hamper data usage and
technology development.

Knowledge Graphs Knowledge Graphs provide powerfulmechanisms and principles to in-
terlink and enrich data in a high quality manner. Thereby Knowledge Graphs can build a
powerful and relatively easy to maintain network of interlinked data – including and com-
bining structured, semi-structured and unstructured data – that can be seen as a crucial data
infrastructure element to develop future Language Technology Solutions. As such solutions
require not only a single underlying dataset but a wide range of meaningful and contextu-
alised data. In addition the integrated datamodels inside of Knowledge Graphs (taxonomies,
vocabularies and/or ontologies) allow the training of algorithms for Language Technology
solutions with higher precision and less training data (Kaltenboeck et al., 2022).
AI is often not precise enough in regard to simple challenges that require common sense

knowledge or context and meaning (semantics) and thereby “deep language understand-
ing” regarding language technologies. Knowledge Graphs are playing a large part in new
approaches that combine the two main fields of AI, namely: statistical AI (machine learning
& algorithms) and symbolic AI (models like ontologies, knowledge bases for common sense
knowledge, cultural resources). As such, the term Semantic AI has been on increasing used
in recent times (Kaltenboeck et al., 2022). Further research in this direction will help to lead
to Deep NLU and a move away from pure reliance on large datasets.

5.1.6 Infrastructure-related priority research theme

Hardware infrastructures are required to accommodate for the required computationpower
and storage of Deep Neural Networks. While in North America and Asia public and private
resources can be allocated to only a limited number of languages, to effectively honour the
well-entrenched commitment to promote multilingualism in Europe resources must be dis-
tributed across a large number of official and unofficial EU languages, so that the respective
language communities are treated fairly. As a result, the scale at which European research
can be conducted is limited in comparison. There is also an uneven distribution of resources
across countries, regions and languages (Aldabe et al., 2021b). Considering the massive in-
frastructure that is required to train very large state-of-the-art LT systems, Europe startswith
a systemic handicap. Europe’s strong foundation in research and innovation can compen-
sate for the disadvantage European organisations have with respect to infrastructure, pro-
vided that a concerted effort is undertaken in researching the development of newhardware
platforms and respective AI training paradigms. At the same time, the hardware on which
LT runs must be scaled down. Several approaches to replace GPU-based computing, or at
least to make it more power-efficient, are already under investigation. By ensuring that the
capabilities of the hardware are aligned with the needs of ML training and inference mod-
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els, smaller models would be easier to integrate and use on any device and also be greener
by requiring fewer resources, since training neural models is resource-intensive and has a
heavy carbon footprint (Strubell et al., 2019a). The EU has the opportunity to be a pioneer
in developing such LT models by focusing also on efficiency both in terms of hardware and
software. This would not only have positive environmental consequences, but it will also
level the paying field for smaller and not well-resourced institutions and companies.

Data and Knowledge Infrastructures In addition to hardware infrastructures, there is
also a clear need for a comprehensive and interconnected data infrastructure that needs to
be put in place to achieve the specified objectives. To fill the identified gaps in data, language
resources, and Knowledge Graphs we recommend and suggest a future path for Europe to-
wards comprehensive and interlinked data infrastructures. These infrastructures have to
provide interoperability out-of-the-box by following harmonised andwell-proven standards,
regarding (i) data (semantic data) interoperability as well as (ii) services and (iii) innovative
metadata and data management tools that are available along all steps of the data life cy-
cle. Metadata, data, data-driven services and data-driven tools to be easily docked into these
data infrastructures, with the necessary and huge efforts in data cleaning and data integra-
tion done only to newly acquired resources (Kaltenboeck et al., 2022). The goal is a federated
network and infrastructure of interlinked data spaces for language technology. Existing data
spaces as well as newly developed ones should be integrated, where appropriate and pos-
sible. Data driven services are provided and can be used along end users requirements.
Integrated crowdsourcing and/or citizen science mechanisms allow human-machine inter-
action to foster data acquisition, cleaning and enrichment (e. g., annotation, classification,
quality validation and repair, domain specific model creation, etc.). Raw data can be loaded
into available tools to train algorithms or create memories and/or (language) models for spe-
cific use cases, but also existing algorithms, models or vocabularies are available and can be
easily loaded and re-used to avoid unnecessary energy consumption / computing power to
foster the idea of energy efficient datamanagement. In addition, high importance needs to be
put on privacy protection (related to personal identifiable information (PII) and beyond), the
avoidance of bias (for example on gender), and on data sovereignty. The approach of such
data infrastructures require working and sustainable business models that allow data trad-
ing, sharing and collaboration. Well targeted publicly funded/supported programmes and
activities in the area of data literacy are required from early education onward, to ensure
that sufficient human resources in the field are available in the future. In addition an action
plan for the collection and the development of data and language resources that are relevant
for language technology, aswell as for Knowledge Graphs is needed to ensure the availability
of sufficient data in the EU languages, as well as in dialects and important non-EU languages.
The recommendation for this is to look into three areas: (i) Language Equality Action Plan
by means of targeted national and European funding along a matrix of relevant resources
and languages, combined with (ii) more measures in the fields of crowdsourcing and citizen
science, and (iii) the development of functioning data related business models; beside tech-
nology, interoperability or data related attributes there must be a strong focus established
on applying all these mechanisms and methodologies to the widest range of languages pos-
sible, at least to EU languages but also local and regional dialects of these languages, as well
as to non-EU languages that are widespread across Europe. Without such data and language
resources in place, a digital language equality cannot be reached (Kaltenboeck et al., 2022).
Such data must be easily accessible with fair conditions and costs in a clearly specified le-
gal environment providing transparent rules and regulations. For the European research
community to foster innovations in the field, for the industry to successfully compete in a
global market, and thereby for the European citizens and its society, that is constantly grow-
ing in regard to its diversity and a wide and increasing variety of languages. Data, language
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resources, and Knowledge Graphs are thereby a crucial factor on our way to digital Euro-
pean Language Equality, contributing in turn to equal opportunity across all areas of life if
European citizens.

5.2 Impact of the European Language Equality Programme
A large-scale, long-term funding activity is needed to push Europe into the leadership posi-
tion in the field of DLE, LT and Language-Centric AI, and also to secure its leading position for
many years to come. The societal and commercial impact of the technologies to be produced
by a future ELE programme cannot be overstated: technologies for transparent written and
spoken human-human and human-machine communication that are able to cross language
barriers and also cultural barriers, as well as technologies that assist organisations and cit-
izens in high-level cognitive tasks, i.e., accessing, translating and making sense of informa-
tion, obtaining knowledge, communicating with other humans or machines, eventually in-
dependently of particular languages or cultures.
Currently, LT as one of the three core application areas within AI together with Vision and

Robotics because LT is one of themost important AI application areas with a fast growing so-
cietal and economic impact.95 LT applications such as speech recognition, speech synthesis,
textual analysis and machine translation are actually used by hundreds of millions of users
on a daily basis. As reflected in the European, national and regional AI and LT strategies
both inside and outside Europe, LT is outlined as one of the most relevant technologies for
society.
As described in chapter 1.5, this relevance is reflected in recent economic developments.

Funding for LT start-ups is booming reflected by the financial support of over USD 1 billion
for companies that offer solutions using NLP in 2021.96 The forecasts done by various con-
sulting firms contain optimistic figures representing an enormous growth of the global LT
market based on a significant rise of NLP applications and unstructured digital data. One of
these reports from 2021 estimates the growth from USD 20.98 billion in 2021 to USD 127.26
billion in 2028 at a CAGR of 29.4% in the forecasted period .97 This not only means the need
of high qualified new employees on the LT sector but also a very large growth of productivity
and efficiency in the whole economy, from industry to administration.
Furthermore, current LTbased onTransformers is largely influencing and improving other

research areas including text-to-picture generation,98 genetics,99, or programming code un-
derstanding and generation.100
In addition, current multilingual LT with models that cover hundreds of languages opens

up the way to leverage NLP techniques for less technologically supported languages, thus
promoting DLE in Europe by 2030. The ELE Programme will also consider the gender di-
mension in the design and impact of LT.
The ELE programme is exactly the large scale of effort that will accelerate the develop-

ments and advance the state of the art that will make it possible to join forces that have so
far never been joined. This will make it possible to address all European and other rele-
vant languages, all cultures with their particular background and framing of the world, all
relevant scientific fields, and all stakeholders by means of a representative number of use
cases. This initiative around a giant pool of shared data sets, open evaluations, open com-
petitions, shared tasks, standardisation efforts, etc. in the literal sense of Open Science will

95 https://oecd.ai/en/classification
96 https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/

?sh=429aff902b14, https://towardsdatascience.com/nlp-how-to-spend-a-billion-dollars-e0dcdf82ea9f
97 https://www.analyticsinsight.net/the-global-nlp-market-is-predicted-to-reach-us127-26-billion-by-2028/
98 https://openai.com/dall-e-2/
99 https://data.solita.fi/reading-the-genomic-language-of-dna-using-neural-networks/
100 https://www.deepmind.com/blog/competitive-programming-with-alphacode
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have an impact in terms of interoperability, development costs, quality and, thus, uptake of
the truly game-changing technologies developed in the future programme. Through the ELE
Programme, Europe will reclaim scientific and industrial leadership from the US-based mo-
nopolists currently dominating the field. The emerging economies in Asia, especially China,
have recognised the importance of LT and are investing heavily to bring Chinese companies
into leadership positions. Europe, as the prime example for a multilingual society, should
see this as motivation to take the leading role that its multilingual naturemandates. The ELE
programme may strengthen European LT sovereignty and enhance well-being inside and
outside Europe.

6 A Shared European Programme for Language Technology
and Digital Language Equality in Europe by 2030:
Recommendations

6.1 Overview and Main Concept
The main scientific goal of the ELE programme should be deep natural language understand-
ing in 2030 (DNLU). This will increase efficiency by sharing knowledge, infrastructures and
resources, with a view to developing innovative technologies and services, in order to achieve
the next scientific breakthrough in this area and help reduce the technology gap between Eu-
ropean languages with the (interdisciplinary) collaboration of research centres, academic
experts, enterprises and other relevant stakeholders. Crucially, such a long-term ELE pro-
gramme must involve significantly improved coordination between European LT research
and industry.
The main societal and economical goal of the ELE programme should be the digital lan-

guage equality in Europe in 2030. The focus is on language equality and the provisioning of
technologies, services and resources outside the often-preferred languages to achieve tech-
nological sovereignty. For minority and less spoken languages, we need to find a (techno-
logical) way to consider DNLU within a common approach, to create synergies and increase
efficiency of the solutions and their design and development. To narrow the digital divide,
there is a pressing urgency for novel techniques that would bring less-resourced languages
to a level comparable to state-of-the-art results for resource-rich languages. This includes
the leveraging of multi-modal and multilingual resources to support the development of ap-
plications for languages and varieties with scarce resources.
The plan and vision described in this document is not only compatible with current EU

policy, needs and demands, it is also mission-critical addressing them. Missing investment
in the underdeveloped areas of LT and language-centric AIwill result in the digital extinction
of languages and only global languages spoken by a high number of speakers will prevail.
Although the overall EU LT community is quite important, the global LT/NLP market will be
dominated by the US and few Asian countries, while the European LT community will be
pushed aside.
The main basic requirement of the future ELE Programme is a collaboration between the

EU/EC and all participating countries and regions. Moreover, funding and further invest-
ment is needed on all levels. Funding on the level of the EU should enable overarching coor-
dination and EU-wide technological infrastructure. It should cover the topics which require
pan-European coordination such as shared tasks, protocols, multilingual dataset creation,
etc. Increased coordination on European level is needed because language communities are
still too fragmented and small. Further effort should be invested into the establishment of the
adequate policy-making, distributed research infrastructures and technological platforms
like ELG, with flexible access to sufficient HPC facilities. Additionally, national and regional
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funding should complement the European fundingwith regard to language-specific research
and development. The implementation of these aspectswere described, among others, in the
ELE language reports.
This section breaks down how concrete recommendations for such a shared programme

should look like. First, we outline the possible cornerstones for suitable infrastructure and
policy recommendations, as well as ideas for the realisation of a governance model. Sec-
ond, we revise the technology and data recommendations suggested by the ELE consortium,
which are closely related to the ones discusses in the Language equality in the digital age
resolution (European Parliament, 2018).
Further, research recommendations are considered ground-breaking and game-changing

by the LT community. Over the last decade, the community has developed a clear vision of
thework needed in the different areas of LT. This vision has been outlined in various strategic
research and innovation agendas. The European Parliament has also acted on these ideas. In
the last year, the ELE consortium has further investigated these new directions of research.
The need to refocus andmassively strengthen European LT/NLP research through a large-

scale initiative as a shared, collaborative pan-European effort between EU and participating
countries and regions (ELE Programme) has to be agreed upon by all involved parties. Such
an endeavour should further increase the participation between research centres, academia,
enterprises (particularly SMEs and start-ups), and other relevant stakeholders. As LT is ag-
gregated and applied tomore complex settings, inter-disciplinary research and activities are
becoming more relevant in order to further boost developments and allow synergies to be-
come apparent. To achieveDNLU, we need to finance and investigate fields such as cognitive,
symbolic and pattern-based AI further.
Fundingprogrammes should boost pan-European long-termbasic research aswell as knowl-

edge and technology transfer between research labs and industry. Frequentlymentioned ar-
eas and tasks for basic and applied research where further investigation is needed include
language data collection (text, dialog, vision, sign language and other forms of interactions),
speech analysis, AI, human-computer interaction, machine learning, robotics, natural lan-
guage understanding and processing tasks such as machine reading, text analysis, machine
translation, chatbots, virtual assistants or summarisation.
Further, we are outlining concrete implementation recommendations.

6.2 Policy Recommendations
• To reinforce European leadership in LT by establishing the ELE programme as a large-
scale, long-term coordinated funding programme for research, development, innova-
tion and education with the societal goal of digital language equality and the scientific
goal of deep natural language understanding.

• To ensure comprehensive EU-level legal protection for the more than 60 regional and
minority languages.

• To empower recognition of the collective rights of national and linguistic minorities in
the digital world (including sign languages)

• To encouragemother-tongue teaching for speakers of official andnon-official languages
of the EU.

• To safeguard sufficient funding to support the new technological approaches, based on
increased computational power and better access to sizeable amounts of data.

• To develop specific programmes within current funding schemes, especially Horizon
Europe and Digital Europe (including the Recovery Plan for Europe), to boost long-term
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basic research as well as knowledge and technology transfer between countries and
regions, and between academia and industry.

• To define and develop a BLARK-like minimum set of language resources and capacities
that all European languages should possess.

• To develop common policy actions and clear protocols for language data sharing by
public administration at all levels. Language data should be included as a high-value
data category in the Open Data Directive (2019/1024/EU).

• To develop clear and robust protocols to ensure flexible access to sufficient GPU-based
HPC infrastructure and robust protocols to process sensible data.

• To enable and empower European SMEs and startups to easily access and use LT in
order to grow their businesses online independent of language barriers.

• To create the necessary appealing conditions to attract and retain qualified and diverse
international LT personnel in Europe.

• To ensure mechanisms to achieve European LT sovereignty.

6.3 Governance Model
• To structure theELEProgrammeas a shared, collaborative and coordinatedprogramme
between the EU and participating countries and regions.

• To allocate the area of multilingualism, linguistic diversity and language technology to
the portfolio of a EU Commissioner.

• To spark a large lobby for EU regional and minority languages (RML).

• To create a pan-European network of research centers to facilitate the coordination of
the ELE programme at all levels.

• To promote a distributed centre for linguistic diversity that will strengthen awareness
of the importance of lesser-used, regional and minority languages.

• To design and apply new forms of research funding and organisation to ease the tran-
sition from application-oriented basic research to commercially focused technology.

• To construct amultilingual LTbenchmark, a European “SuperGLUE”-style sharedbench-
mark, that tracks progress.

• To strongly encourage all EC-funded projects to have a language diversity plan and to
include direct or associated partners from a less-widely spoken language.

• To facilitate EU Member States’ acquisition of LT for their local industries without de-
pending on non-European technology providers.

6.4 Technology and Data Recommendations
• To develop high-performance applications (in terms of speed and quality) for all lan-
guages that respect safety, security and privacy.

• To address the lack of available data and define the minimum of language resources
and capacities that all European languages should possess.
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• To add more focus on systematic language data collection (text, dialogue, multimodal)
and exploit automatic data generation (synthetic data), crowd-sourcing and translation
of data.

• To ensure efficient adaptations to applications, both in terms of language, domain, ef-
ficiency, power consumption, ease of maintenance, and quality assurance.

• To develop methods to overcome the unequal data availability, by focusing on, e.g., an-
notation transfer, multilingual models preserving quality, few-shot or zero-shot learn-
ing.

• To unleash the power of public sector data, data from broadcasters, social media, pub-
lishers etc.

• To enforce open ecosystems, open source, open access, open standards and interoper-
ability.

• To focus on research in data bias for strengthening inclusiveness and accessibility.

• To focus upon green LT with a small compute and carbon footprint (e.g., model com-
pression). Green LT (i. e. technologies with low-demand computational footprint).

• To foster publicly available resources that facilitate innovation and research for both
commercial and non-commercial actors.

• To develop large open-source language models that work for all EU languages, opti-
mised in in terms of compute time and cost.

• To develop new methodologies for transfer and adaptation of resources and technolo-
gies to other domains and languages.

• To define theminimum language resources that all European languages should possess
in order to prevent digital extinction.

• To support the coordination between research and industry to enhance the digital pos-
sibilities for language translation and open access to the data required for technological
advancement.

• To encourage administrations at all levels should improve access to online services and
information in different languages.

6.5 Infrastructure Recommendations
• To strengthen existing and create new research infrastructures (RIs) and LT platforms
that support research and development activities, including collaboration, knowledge
sharing, and open access to data and technologies.

• To ensure sufficient operational capacity, especially for large language models.

• To fill the identified gaps in data,language resources, and knowledge graphs create a
future path for Europe towards comprehensive and interlinked data infrastructures.

• The technology vision of an integrated and interoperable data infrastructure shall fol-
low the idea of a Semantic Data Fabric including rich semantics, and thereby context
and meaning as well as dynamic and augmented metadata and data management.
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• To ensure flexible access to GPU-based HPC facilities and a more suitable computing
infrastructure.

• To create an European network of centres of excellence in LT to increase industry visi-
bility, design national research agendas and employ a European Data Strategy.

6.6 Research Recommendations
6.6.1 Recommendations for all LT research areas

• To gather and make available the necessary critical mass of resources in terms of data,
computing facilities, and expertise from pan-European LT research labs and centres,
with the support from the EC as well as national and regional administrations.

• To create sufficient multilingual and multi-modal data of quality (responsible, legal,
diverse, unbiased, ethical, representative, etc.), in all European languages and domains
(media, health, legal, education, etc.).

• To provide flexible access to HPC facilities in the form of clusters of high capacity GPUs
for LT research and industry. HPC facilities should provide clear and robust protocols
to process sensitive data.

• To develop better benchmarks and datasets (ethical, responsible, legal, etc.) for all lan-
guages, domains, tasks and modalities.

• To combine interactive LT (conversational AI) with text, knowledge, and multimedia
technologies for a new generation of applications that can address the deeper questions
of communication, common sense and reasoning.

• To encourage responsible, green, trustworthy, unbiased, inclusive, non-discriminatory
LT/AI, making interpretability and explainability of AI models a priority.

• To develop further the areas of Responsible AI and Explainable AI by combining of sta-
tistical and symbolic AI in multilingual environments to provide AI-based applications
that bring accurate results and benefits for research, industry, and society.

• To focus on methods and learning architectures to overcome the highly unequal data
availability, such as annotation transfer, synthetic data and their proper use inmachine
learning, multilingual models preserving quality and coverage and few-shot or zero-
shot learning.

• To focus on Green LT and investigate new efficient methods to extend, reuse and adapt
existing pre-trained language models or develop new ones with much reduced carbon
footprint.

• To develop language and culture-specific technologies that cover more linguistic phe-
nomena and text types, focusing on accessibility, through sign language, avatar tech-
nology etc.

6.6.2 Machine Translation

• To develop direct and near-real-time speech-to-speech MT and adaptive MT, where the
system learns from linguists’ input.
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• Todevelop low-resourceMT, bydeepening research on embeddingprojection and struc-
tural organisation of embeddings to apprehend how structurally different languages
and their respective embedding spaces can be mapped on to one another.

• To provide transparency of AI models with regard to accuracy and fairness.

• To move towards context-aware methodologies that goes beyond text data and include
images, videos, tables, etc. by developing multimodal MT systems.

• To reframe MT, and NLP in general, as a quantum computing problem.

6.6.3 Speech Processing

• To enhance speech resources and create acoustic models to cover a wide variety of
languages, including non-standard varieties and dialects.

• To develop good, natural synthetic voices, allowing users to obtain content in their spo-
ken languages.

• To improve context modeling to handle the translation across larger volumes of text.

• To improve the handling of audio conditions currently perceived as difficult (e. g., mul-
tiple simultaneous speakers in noisy environments speaking spontaneously and highly
emotionally in a mix of languages).

• To support research in the direction of combining speech, NLU and NLP with other
modalities, such as image and vision.

• To address privacy and security threats in areas of speech synthesis, voice cloning and
speaker recognition.

6.6.4 Text Analytics and Natural Language Understanding

• To increase the adoption of approaches based on self-supervised, zero-shot, and few-
shot learning.

• To support research in NLU which integrates speech, NLP, and contextual information
as well as additional modes of perception.

• To strengthenbasic research inneurosymbolic approaches toNLP/NLU, including ground-
ing and the use of human-understandable databases and sources.

• To create large open-access languagemodels for all European languages (for fine-tuning
and downstream tasks), datasets (for training and testing), multilingualmodels, models
that include symbolic knowledge, and models that include discourse features.

• To strengthen progress in reinforcement-based learning, novel dialogue management
strategies, and situation-aware natural language generations.

• To strengthen interdisciplinary research and enable bettermodeling of multimodal en-
vironment.
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6.7 Implementation Recommendations

This section is currently work in progress and will be finalised after the STOA workshop on
November 8th, 2022.

• The EU/EC and participating countries need to discuss needs, goals, financial setup of
the shared programme

• 6 themes are foreseen: Language Modelling, Data and Knowledge, Machine Transla-
tion, Text Understanding, Speech, Infrastructure

7 Roadmap towards Digital Language Equality in Europe by
2030

7.1 Main Components

This section is currently work in progress and will be finalised after the STOA workshop on
November 8th, 2022.

• Main societal and economical goal: digital language equality in Europe in 2030

• Main scientific goal: deep natural language understanding in 2030

• Goal of the roadmap: provide a path and the means needed to implement the agenda
and ensure that the two goals above are met

7.2 Timeline, Actions, Priorities
This section is currently work in progress and will be finalised after the STOA workshop on
November 8th, 2022.

• The recommandations foresee an ELE Programme of 9 years (3 + 3 + 3 years)

• Phase 1: 2024-2026

• Phase 2: 2027-2029

• Phase 3: 2030-2032

• Approx. Budget: 690 Million Euro
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Appendix

A The European Citizen Survey: Supplementary Information

A.1 Survey Questions
1. Please select all the words and terms you are familiar with or that you are able to

understand right away: (Machine Translation, Chatbot, Language Technology, Smart
Personal Assistant, Natural Language Understanding, Speech Procesing, Information Re-
trieval, Language-Centric Artificial Intelligence, Natural Langauge Processing, Conversa-
tional Agent)

2. Where do you live?

3. What is your age? (18-24, 25-34, 35-44, 45-54, 55-64, 65+)

4. What is the highest degree or level of school you have completed? If you are currently
student, the highest award achieved to date. (Some High School, High School, Bachelor’s
Degree, Master’s Degree, PhD or higher, Vocational training, Prefer not to say)

5. What languages do you use in your everyday life (professionally and socially)? Please
select as many as apply. (85 EU-language choice)

6. Please rate all the types of software applications, apps, tools or devices you use for your
language(s). Tools you do not use for your language(s) do not need to be rated.

7. In general, what holds you back from using some of these apps or tools in your lan-
guages?

8. Are you aware of any language apps or tools for other languages that you would also
like to use for your own languages? (Yes/No)

9. Please select the tools that you currently do not use but would like to use in the future.
(Multiple choice)

10. What would be the top 3 advantages of improving apps and tools for all languages?
Please select the three most important advantages in your opinion. (See Figure 9 for
options)

11. Do you have any comments you would like to share with us?

A.2 Survey Data Cleaning and Preparation
Collecting survey responses through paid online services can present some known issues
that can render results unreliable, at least to some extent (Lawlor et al., 2021). Therefore un-
surprisingly, a preliminary analysis of the responses collected revealed some unexpected re-
sults. This was particularly true for some languages that received evaluations that diverged
from the opinions of ELE language experts. A more in-depth examination was therefore car-
ried out in order to guarantee the integrity of the data that would be subsequently analysed
– the results of which are presented here. Our observation revealed a number of flags indi-
cating unreliable responses, which we filtered from the dataset. As such, a final 20,586 (out
of 21,108) responses were analysed. The filtering criteria were as follows:
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• 80 responseswere removeddue to responses coming fromduplicate IP addresses, which
made it likely that the same person had completed multiple questionnaires. In these
cases, only one response from each IP address was retained for data analysis, and all
other responses from the same IP address were removed; this data cleaning procedure
is reflected in the results presented in Figures 7, 8 and 9.

• 174 responseswere removed for inconsistent answers toQuestion 1. These respondents
chose all of the terms on the list including the “I am not familiar with these terms”
option. This clearly revealed an illogical inconsistency and lack of care or sincerity in
their response; this data filtering process is reflected in the results presented in Figure 7.

• Question 6 required respondents to rate a number of LT tools for their language. How-
ever, we observed inflated scores for a number of languages, in particular for a number
of low-resourced languages. The most reliable flag we could use for filtering noisy data
at this level were streaks of 4 and 5 stars for languages, for which some of the tools
selected do not even exist (e.g. chatbots, screenreaders, automatic subtitling) – deem-
ing the responses unreliable.101 As such, 581 of these responses were removed. This
data cleaning is reflected in the results presented in Figure 8. Table 4 shows the 17 lan-
guages to which this applied and the respective number of excluded responses for each
of them.

Romanian 116 Croatian 37 Galician 9
Polish 72 Norwegian (Bokmäl) 32 Basque 8
Hungarian 69 Danish 24 Irish 4
Bulgarian 64 Latvian 17 Norwegian (Nynorsk) 4
Slovak 46 Slovenian 16 Catalan 3
Greek 45 Lithuanian 15

Table 4: Breakdown per language of the excluded responses due to high quality ratings as-
signed to non-existent LT tools

A.3 Question 6: Calculations Explained
Due to the large size of the dataset and the varying proportion of responses for each lan-
guage, the final figures presented in Figure 8 are based on the calculation of the median
score (purple) and the mode (blue). A median score calculation is less sensitive to outliers
than a mean score calculation, and the mode indicates the most frequent rating assigned to
a tool for that language. Themode is a useful reference as these are aggregated scores across
a number of tools which vary in advancements and reliability across all languages.
Note that tools that were not available or used by a respondent did not receive a score.

In these instances, the tool was assigned a rating of zero, as a penalisation for lesser-used
tools across all languages. This allowed us to make more accurate inferences about the tools
that respondents did actually use and rate. This explains the low scores for languages such
as Serbian, Luxembourgish and Icelandic, which either have very few available LTs or low-
rated existing LTs.

B List of Contributors

101 Following consultation with ELE language informants.
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Table 5: Organisations which contributed to the SRIA
Organisation Country

Dublin City University Ireland
Deutsches Forschungszentrum für künstliche Intelligenz Germany
Univerzita Karlova Czech Republic
Athina-Erevnitiko Kentro Kainotomias Stis Technologies Tis Pliroforias, Ton
Epikoinonion Kai Tis Gnosis

Greece

Universidad Del Pais Vasco/ Euskal Herriko Unibertsitatea Spain
CROSSLANG NV Belgium
European Federation of National Institutes for Language Luxembourg
Réseau européen pour l’égalité des langues France
European Civil Society Platform for Multilingualism Denmark
CLARIN ERIC – Common Language Resources and Technology Infrastructure as
a European Research Infrastructure Consortium

Netherlands

Universiteit Leiden Netherlands
Eurescom (European Institute for Research and Strategic Studies in Telecommu-
nications GmbH)

Germany

Stichting LIBER (Association of European Research Libraries) Netherlands
Wikimedia Deutschland (Gesellschaft zur Förderung freien Wissens e. V.) Germany
Tilde SIA Latvia
Evaluations and Language Resources Distribution Agency France
Expert System Iberia SL Spain
HENSOLDT Analytics GmbH Austria
Xcelerator Machine Translations Ltd. (KantanMT) Ireland
PANGEANIC-B. I. Europa SLU Spain
Semantic Web Company GmbH Austria
SIRMA AI EAD (Ontotext) Bulgaria
SAP SE Germany
Universität Wien Austria
Universiteit Antwerpen Belgium
Institute for Bulgarian Language “Prof. Lyubomir Andreychin” Bulgaria
Sveučilište u Zagrebu Filozofski fakultet Croatia
Københavns Universitet Denmark
Tartu Ulikool Estonia
Helsingin Yliopisto Finland
Centre National de la Recherche Scientifique France
Nyelvtudományi Kutatóközpont Hungary
Stofnun Árna Magnússonar í íslenskum fræðum Iceland
Fondazione Bruno Kessler Italia
Latvijas Universitātes Matemātikas un Informātikas institūts Latvia
Lietuvių Kalbos Institutas Lithuania
Luxembourg Institute of Science and Technology Luxembourg
Università ta Malta Malta
Stichting Instituut voor de Nederlandse Taal Netherlands
Språkrådet Norway
Instytut Podstaw Informatyki Polskiej Akademii Nauk Poland
Universidade de Lisboa, Faculdade de Ciências Portugal
Institutul de Cercetări Pentru Inteligență Artificială Romania
University of Cyprus, French and European Studies Cyprus
Jazykovedný ústav Ľudovíta Štúra Slovenskej akadémie vied Slovakia
Institut Jožef Stefan Slovenia
Centro Nacional de Supercomputación Spain
Kungliga Tekniska högskolan Sweden

Continued on next page
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Table 5 – Continued from previous page
Organisation Country

Universität Zürich Switzerland
University of Sheffield United Kingdom
Universidad de Vigo Spain
Bangor University United Kingdom
Univerzitet u Beogradu Serbia
Institut za jezik Univerziteta u Sarajevu Bosnia and Herzegovina
UiT Noregs arktiske universitet Norway
Göteborgs universitet Sweden
Dansk Sprognævn Denmark
Institutet för språk och folkminnen Sweden
Nasjonalbiblioteket Norway
The Language Secretariat of Greenland Greenland
Mercator Netherlands

Table 6: Experts consulted
Name Affiliation Country

Alexander Baratsits Cultural Broadcasting Archive Austria
Marc Berthiaume European Commission Belgium
Jörg Bienert KI Bundesverband e. V. Germany
Patrick Bunk Ubermetrics Technologies GmbH Germany
Leon Derczynski IT University of Copenhagen Denmark
Alexander Drechsel European Parliament Belgium
Florian Faes Slator Switzerland
Jóhanna Vigdís Guð-
mundsdóttir

Almannarómur Iceland

Jussi Karlgren Gavagai andKTHRoyal Institute of Tech-
nology

Sweden

Peggy van der Kreeft Deutsche Welle Germany
Krister Lindén University of Helsinki Finland
Arle Lommel CSA Research USA
John McCrae Insight Centre for Data Analytics Ireland
Arantza Del Pozo Vicomtech Spain
Alexander Siebert Retresco GmbH Germany
Themos Stafylakis Omilia Ltd. Greece
Michael Stormbom Lingsoft Oy Finland
Georg Tschare Sign Time GmbH Austria
Hans Uszkoreit DFKI GmbH and Giance GmbH Germany
Sebastian Wohlrapp Field 33 GmbH Germany
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Table 7: Organisations represented in the consultation process
Organisation Country

LT Developers
4i intelligent insights Spain
A Data Pro Bulgaria
Accademia della Crusca Italy
Adam Mickiewicz University Poland
AGI - Information Management Consultants Germany
Ai4Value Finland
ALAN Analytics s.r.o Slovakia
AlfaNum Serbia
Almannarómur / The Voice of the People Iceland
Amu Italy
Analyse & Tal Denmark
Aristotle University of Thessaloniki Greece
Athena Research Center Greece
Athens University of Economics and Business Greece
Audio-Visual Machine Perception Limited UK
Austrian Research Institute for Artificial Intelligence Austria
Autonomous University of Barcelona Spain
Bangor University UK
Barcelona Supercomputing Center Spain
Bulgarian Academy of Sciences Bulgaria
Center for Cultural Protection and Technological Development of Geor-
gian State Languages

Georgia

Center for the Greek Language Greece
Centre for Aromanian Language and Culture Bulgaria
Cerence USA
CERTH Greece
Charles University Czech Republic
Ciklopea d.o.o. Slovenia
CIP4N GmbH Germany
Cloudwise Netherlands
CNRS France
Consiglio Nazionale delle Ricerche Italy
Convforth SRL Italy
Cornelistools B.V. Netherlands
Cyprus University of Technology Cyprus
Czech Academy of Sciences Czech Republic
Dalle Molle Institute for Artificial Intelligence Switzerland
Danish Language Council Denmark
Darmstadt University of Applied Sciences Germany
Deloitte UK
Dublin City University Ireland
E4 Computer Engineering SpA Italy
EDIA Netherlands
emagine GmbH Germany
EML Speech Technology GmbH Germany
Ensoul UK
Entefy USA
EPFL / Idiap Research Institute Switzerland
Eurac Research Italy
Fondazione Bruno Kessler Italy

Continued on next page
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Table 7 – Continued from previous page
Organisation Country

FORTH USA
Fraunhofer Gesellschaft Germany
Free University of Bozen-Bolzano Italy
Furtwangen University Germany
Globalese Germany
Goethe-University Frankfurt Germany
Grammatek Iceland
HENSOLDT Analytics Austria
Heriot-Watt University UK
HiTZ Basque Center for Language Technology Spain
Hof University of Applied Sciences Germany
Human Centered Data Analytics. CentrumWiskunde & Informatica Netherlands
Hungarian Research Centre for Linguistics Hungary
Ilia State University Georgia
Institute of Philosophy. Czech Academy of Science Czech Republic
Institute of the Lithuanian Language Lithuania
Intelartes Sprl Belgium
Ionian University Greece
Jožef Stefan Institute Slovenia
JSC I-Teco Russia
K Dictionaries - Lexicala Israel
KantanAI Ireland
Kempelen Institute of Intelligent Technologies Slovakia
Kielikone Oy Finland
KU Leuven Belgium
LAB University of Applied Sciences Finland
Laboratoire Hubert Curien France
Le français des affaires / CCI Paris Ile-de-France France
Lexical Computing UK
Lingsoft Finland
Linköping University Sweden
LT3. Ghent University Belgium
Lucid Netherlands
Lund University Humanities Lab Sweden
Luxembourg Institute of Science and Technology Luxembourg
Maastricht University Netherlands
Macedonian Academy of Sciences and Arts North Macedonia
magiquo data live s.a Spain
Masaryk University Czech Republic
Massey University New Zealand
Meddal.com UK
Medical University of Vienna Austria
Meltwater Group Norway
Memsource a.s. Czech Republic
Moravská zemská knihovna v Brně Czech Republic
Morningsun Technology GmbH Germany
Mozaika Bulgaria
Multilingues21. Lda. Portugal
Národní filmový archiv. Prague Czech Republic
National and Kapodistrian University of Athens Greece
National University of Ireland Galway Ireland
National Centre of Scientific Rsearch “Demokritos” Greece
Netherlands eScience Center Netherlands

Continued on next page
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Table 7 – Continued from previous page
Organisation Country

nettle.ai Slovakia
New York University USA
Nico van de Water Linguistic Services Netherlands
Omilia Cyprus
Pangeanic Spain
Phonexia s.r.o. Czech Republic
Polish Academy of Sciences Poland
Polish-Japanese Academy of Information Technology Poland
Research Institute for Artificial Intelligence “Mihai Draganescu”, Roma-
nian Academy

Romania

Royal Netherlands Academy of Arts and Sciences Netherlands
RTL Germany
Ruhr-Universität Bochum Germany
Russian Academy of Sciences Russia
RWS UK
Samsung Electronics South Korea
Sberbank Russia
SciFY PNPC Greece
Scriptix Netherlands
SEMLAB Netherlands
Serbian Academy of Sciences and Arts Serbia
Sign Time GmbH Austria
Sinequa France
Sirma AI (Ontotext) Bulgaria
Slovak Academy of Sciences Slovakia
Slovenian Academy of Sciences and Arts Slovenia
Spanish Society for Natural Language Processing (SEPLN) Spain
SpeechTech Czech Republic
Stockholm University Sweden
Sunda Systems Oy Finland
Syllabs France
Talkie.ai USA
Tallinn University of Technology Estonia
Technische Universität Dresden Germany
Text Technology Lab / Goethe University Frankfurt Germany
The Árni Magnússon Institute for Icelandic Studies Iceland
The Citizens’ Association for the Promotion of Roma Education “Otaharin” Bosnia and Herze-

govina
The Language Council of Sweden at the Institute for Language and Folk-
lore

Sweden

The MAMA AI. SE Czech Republic
The National Library of the Czech Republic Czech Republic
The Welsh Government UK
Tilburg University Netherlands
TILDE Latvia
TMServe Greece
Toros University Turkey
Trinity College Dublin Ireland
Trust Stamp USA
UAB “Proit” Latvia
Umeå university Sweden
Universidad de Alicante Spain

Continued on next page

WP3: Development of the Strategic Agenda and Roadmap 85



D3.4: Digital Language Equality in Europe by 2030: Strategic Agenda and Roadmap

Table 7 – Continued from previous page
Organisation Country

Universidad de Jaén Spain
Universidad de Murcia Spain
Università Cattolica del Sacro Cuore Italy
Università degli studi di Torino Italy
Universität Hamburg Germany
Universitat Jaume I Spain
Universitat Politècnica de Catalunya Spain
Universitat Pompeu Fabra Spain
Université Parus-Saclay France
University “Politehnica” of Bucharest Romania
University of Alcalá Spain
University of Amsterdam Netherlands
University of Antwerp Belgium
University of Belgrade Serbia
University of Bergen Norway
University of Brasília Brazil
University of Bristol UK
University of Coimbra Portugal
University of Copenhagen Denmark
University of Edinburgh UK
University of Essex UK
University of Gothenburg Sweden
University of Groningen Netherlands
University of Haifa Israel
University of Helsinki Finland
University of Jaén Spain
University of Library Studies and Information Technologies Bulgaria
University of Lisbon Portugal
University of Ljubljana Slovenia
University of Luxembourg Luxembourg
University of Malta Malta
University of Manchester UK
University of Maribor Slovenia
University of Nova Gorica Slovenia
University of Patras Greece
University of Pécs Hungary
University of Porto Lisbon
University of Primorska Slovenia
University of Santiago de Compostela Spain
University of Sheffield UK
University of St-Etienne France
University of Stuttgart Germany
University of Szeged Hungary
University of Tartu Estonia
University of the Aegean Greece
University of the Basque Country Spain
University of Twente Netherlands
University of Vienna Austria
University of Vigo Spain
University of Warsaw Poland
University of West Bohemia Czech Republic
University of Zagreb Croatia
University of Zurich Switzerland

Continued on next page
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Table 7 – Continued from previous page
Organisation Country

University Politehnica Bucharest Romania
University Ss. Cyril and Methodius North Macedonia
Uppsala University Sweden
Utrecht University Netherlands
Vicomtech Spain
Vilnius university Lithuania
Visma Norway
VÓCALI Sistemas Inteligentes Spain
Vocapia Research France
Vytautas Magnus University Lithuania
Wikimedia Deutschland Germany
WordFinder Software International AB Sweden
Worldwide Bildungswerk Germany
Wrocław University of Science and Technology Poland
WWUMünster Germany
Zurich University of Applied Sciences Switzerland
KTH Royal Institute of Technology Sweden

LT Users
Acapela Group Belgium
Accademia della Crusca Italy
ADAPT Centre Ireland
All Ukrainian National Culteral Moldovan Association Ukraine
Association of Language Testers in Europe UK
Amical Wikimedia Spain
Aragonese Wikipedia Spain
Archil Eliashvili Institute of Control Systems of Georgian Technical Uni-
versity

Georgia

ARTE G.E.I.E. France
Atercin Ireland
Athena Research Centre Greece
ATI Technologies Canada
Babeş-Bolyai University Romania
Bangor University UK
Basque Radio Television Public Group Spain
Basque Wikipedia Spain
BEIA Austria
Bibliothèque universitaire des langues et civilisations France
Bulgarian Academy of Sciences, Institute for Bulgarian Language Bulgaria
Bulgarian Wikipedia Bulgaria
Carpatho-Rusyns
Catholic University Eichstätt-Ingolstadt Germany
CBAC-WJEC UK
CEE Spring
Central State Office for the Development of the Digital Society Croatia
Centre for Aromanian Language and Culture Bulgaria
Centre for the Greek Language Greece
Centro de Computação Gráfica Portugal
CNRS France
Council for the Maltese Language Malta
Cornwall Council UK
Croatian Academy of Sciences and Arts Croatia
Croatian Association of Scientific and Technical Translators Croatia
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Croatian Parliament Croatia
Cymdeithas Cyfieithwyr Cymru UK
Danish Language Council Denmark
Debagoieneko Mankomunitatea Spain
Departament d’Educació Spain
Directorate-General for Language Policy. Government of the Balearic Is-
lands

Spain

Dublin City University Ireland
ECSPM Denmark
Edilic Association France
Educational & Training Concepts Greece
English Wiktionary
Ensino Português no Estrangeiro Portugal
Eurescom GmbH Germany
Euroglossa d.o.o. Croatia
European Culture and Technology Lab+, Technological University Dublin Irelans
Euskal Irrati Telebista Spain
Faculty of Science, University of Split Croatia
Federal Lezghin National and Cultural Autonomy Russia
Food Standards Agency UK
Foras na Gaeilge Ireland
FP CGIL, Spaciada sa bregùngia, RAS Italy
Fran Ramovš Institute of the Slovenian Language Slovenia
French Wikipedia
German Research Center for Artificial Intelligence Germany
Gimara Ltd Finland
Global Link d.o.o. Bosnia and Herze-

govina
Globe USA
Grow Coaching Alliance Greece
Haute Ecole pédagogique Vaud Switzerland
HGK Germany
Hilfsgemeinschaft der Blinden und Sehschwachen Österreichs Austria
Hitz Center (Ixa Research Group) Spain
Hungarian Research Centre for Linguistics, Budapest University of Tech-
nology and Economics

Hungary

Hse Germany
ICC-Languages Germany
Institute for Language and Folklore Sweden
Institute for Social Research in Zagreb Croatia
Institute of Croatian Language and Linguistics Croatia
Institute of Multilingualism at the University of Fribourg i.Ü. Switzerland
Institute of the Estonian Language Estonia
Institute of the Lithuanian Language Lithuania
Instituto da Lingua Galega (Universidade de Santiago de Compostela) Spain
Institutul de Filologie Română “A. Philippide” Academia Română , Roma-
nian Academy

Romania

Institutul de Lingvistică „Iorgu Iordan – Al. Rosetti”, Academia Română ,
Romanian Academy

Romania

Institutul de Lingvistică şi Istorie Literară „Sextil Puşcariu”, Academia
Română , Romanian Academy

Romania

Joanneum Research Austria
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Intellectual Property Office UK
International Medical Informatics Association (IMIA) Switzerland
Interregional public association of Meskhetian Turks “Vatan” Russia
Inuits Greenland
IURIDICO Legal & Financial Translation sp. z o.o. Poland
Lab University of Applied Sciences Finland
Language Technologies Unit Bangor University UK
Leibniz Institute for the German Language Germany
LIBER Netherlands
Library and Information Centre, Hungarian Academy of Sciences Hungary
Librezale Spain
LIDILE/Université Rennes 2 France
Lingua Libre France
Linköping university Sweden
Longbrook Translation
LTU, Canolfan Bedwyr, Bangor University UK
Macedonian Academy of Sciences and Arts Macedonia
Macedonian Wikipedia Macedonia
Maynooth university Ireland
Media Perspectives Netherlands
Megabyte Ltd Malta
Menai Science Park Ltd UK
Mercell Norway
Ministère de l’éducation nationale France
Ministry of Culture
Ministry of Education
Mirara Translations Croatia
MITA Malta
Nara Educational Technologies USA
National and Kapodistrian University of Athens Greece
National association of deaf women in Ireland Ireland
National Research, Development and Innovation Office
National Research Council of Italy Italy
National Youth Service - Ministry of Education, Children and Youth
NHS UK
Nico van de Water Linguistic Services Netherlands
Non profit ISSA Polska Poland
NPLD Belgium
Nuance Communication USA
Open University of Catalonia Spain
Pázmany Péter Catholic University Hungary
Polytechnic University of Valencia Spain
Projectus grupa Croatia
Regione autonoma Valle d’Aosta Italy
Research Center for Linguistics Hungary
Research Centre of the Slovenian Academy of Sciences and Arts Slovenia
RTL Germany
Shell UK
Smith& Nephew UK
Spencer Stuart USA
SPES d.o.o. Slovenia
Språkrådet (The Language Council of Norway) Norway
Staroslavenski institut (Old Church Slavonic Institute) Croatia
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Stockholm University Sweden
storyfact.
Tacawit Wiktionary
Tampere University Finland
Teaching council of Ireland Ireland
Technical University of Denmark Denmark
Telecats BV. Netherlands
The Árni Magnússon Institute for Icelandic Studies Iceland
The Finnish Social Insurance Institution Finland
The Institute for the Languages of Finland Finland
The Institute of the Lithuanian Language Lituania
The National Library of Wales UK
Top Communica Poland
Toros University Turkey
Trinity College Dublin Ireland
Unesco, Digital Cultural heritage
Universidad de Zaragoza Spain
Universidade de Santiago de Compostela Spain
Universitat Autònoma de Barcelona Spain
Universitat Oberta de Catalunya Spain
Universitat Politecnica de Valencia Spain
Université Rennes 2 France
university college Dublin Ireland
University of Athens Greece
University of Bamberg Germany
University of Belgrade, Faculty of Mining and Geology (Language Technol-
ogy group)

Serbia

University of Bristol UK
University of Cambridge UK
University of Copenhagen Denmark
University of Eastern Finland Finland
University of Economics, Bratislava Slovakia
University of Edinburgh UK
University of Extremadura Spain
University of Food Technologies - Plovdiv Bulgaria
University of Győr Hungary
University of Hamburg Germany
University of Luxembourg Luxembourg
university of Lyon France
University of Malta Malta
University of Osijek Croatia
University of Padua Italy
University of Porto Portugal
University of Rijeka Croatia
University of Strasbourg France
University of The Basque Country Spain
University of Thessaly Greece
University of Vigo Spain
University of York UK
University of Zagreb, Faculty of Electrical Engineering and Computing Croatia
University of Zagreb, Faculty of Humanities and Social Sciences Croatia
Vilnius university Lithuania
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Vytautas Magnus University Lithuania
Washington Metropolitan University USA
Wikidata
Wikimedia Community Ireland Ireland
Wikimedia Community User Group Malta Malta
Wikimedia Denmark Denmark
Wikimedia Deutschland e.V. Germany
Wikimedia Foundation Search Platform Team USA
Wikimédia France France
Wikimedia Hungary Hungary
Wikimedia UK UK
Wikimedians of Slovakia Slovakia
Wrocław University of Science and Technology Poland
Y Coleg Cymraeg Cenedlaethol UK
Zagreb School of Economics and Management Croatia
Zurich University of Applied Sciences Switzerland
Òmnium Cultural Iceland
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