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Abstract
A spoken language understanding (SLU) system is traditionally designed as a pipeline with
an ASR (automatic speech recognition) module followed by an NLU (natural language un-
derstanding) module, where each component is optimised independently. Creating more
efficient end-to-end (E2E) SLU architectures is a hot topic in research due to the growing de-
mand for speech interfaces. However, these systems require huge amounts of speech data
for training (not available and expensive to obtain) and they are difficult to adapt to new
domains (specific data has to be generated). This report presents guidance for designing and
obtaining datasets for E2E SLU systems in low-resources scenarios. The use case will be a
virtual assistant applied in telemedicine for chronic patients.

1 Introduction
In the last decade, there has been a increasing interest by the technology companies, but
also by governments and administrations, in the development of Virtual Assistants (VAs).
The latest breakthroughs infields such asNatural LanguageUnderstanding (NLU), Automatic
Speech Recognition (ASR) or Large LanguageModels (LLM)make it possible to communicate
with machines in a more natural and fluent way, in broader contexts, normalizing voice-
based interactions with the virtual world. Virtual assistants have the potential to become
the main channel of communication and information extraction with the digital world, and
they are expected to continue to grow exponentially over the next decade. Assistance robots
for companionship and care for older people, providers of information in government ad-
ministration or screening and detection of diseases thanks to telemedicine are some of the
applications foreseen.
Spoken Language Understanding (SLU) is an emerging field between speech recognition

and natural language understanding, where the objective is to extract structured informa-
tion from the speech signal. SLU systems are one of the main components of a VA, and they
are traditionally designed as a pipeline with an ASR module to convert the speech into text,
followed by an NLU module, where the inferred text is analysed to extract structured infor-
mation, typically as a set of domain, intent and slots or entities. However, these systems are
optimised independently and under different criteria: the ASR module is trained to reduce
theword error rate (WER) criterion, where eachwordweighs the same, and the NLUmodule
is usually trained with clean text, without taking into account the errors at the ASR output,
especially in noisy conditions.
End-to-end (E2E) learning has been used in several areaswith success (ASR,machine trans-

lation, speech synthesis, etc.) and for years now E2E SLU architectures have been a hot topic
in research (Serdyuk et al., 2018). In E2E SLU the structured information is extracted directly
from the speech signal, so they are more efficient and compact systems, where optimisa-
tion is performed directly on the target task, and where the cascading errors of traditional
pipelines are avoided. These systems will allow to develop more efficient solutions that, for
example, enable edge computing (Edge AI), avoiding sending voice recordings to cloud com-
puting networks or private data centers. Nevertheless, E2E SLU modules have limitations
related to the fact that data needed to train must be specifically collected (speech data) and
the datasets need to be carefully designed for the task. Most European languages do not
have the necessary resources to train such systems and, currently, Big Tech companies are
the ones that mainly have access to the necessary resources: because of their developments
in smart speakers or conversational assistants and because the datasets must be specifically
designed for these tasks, which makes them expensive.
As it is been set out in the The Strategic Research and Implementation Agenda (SRIA) (ELE-
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Consortium, 2022), handling data scarcity when working with speech technologies is one of
the major challenges for European languages (as well as the privacy problem). This project
aims to make it possible to create such systems in any of the European languages, especially
in low-resource scenario, establishing criteria for the design of datasets, their acquisition,
their validation and presenting the lessons learned in the process. Furthermore, by mak-
ing this data available in a liberalised form, it is possible to the development of the virtual
assistants of the future from the economic interests of the Big Tech companies, developing
multilingual virtual assistants in fields that are not profitable for them, but can be for the
European population.
This project has been carried out through a collaboration between Balidea Consulting &

Programming S.L.1 and the Multimedia Technologies Group of AtlanTTic2, from the Univer-
sity of Vigo (UVIGO). Balidea, founded in 2002 and with headquarters in Santiago de Com-
postela (Spain), has more than 20 years of experience in IT Consulting Services and Software
Engineering in different sectors, but its main projects are related to e-Health and Public
Health Area. Nowadays, Balidea is working on research projects focused on Natural Lan-
guage Understanding, Natural Language Generation and Spoken Language Understanding,
developing technologies that facilitate communication in Galician and Spanish through vir-
tual assistants. On the other hand, the GTM research team of the University of Vigo has
extensive and proven experience (more than fifteen years) in the research lines of text-to-
speech conversion (TTS) and automatic speech recognition in Galician and Spanish, and in
the line of analysis and facial recognition (started more than 25 years ago). In these fields, it
has participated in a number of projects funded at European, national and regional level, in
addition to various contracts with companies. As a result, this team has its own algorithms
and software tools, which can be adapted to a new experimental framework in a short time.
In short, this project aims to contribute to the SRIA by presenting a guidance for designing

and collecting datasets for E2E SLU systems, taking advantage from Balidea´s experience in
e-Health virtual assistants. The objectives are to:

1. Guide on how to design SLU datasets in low-resource scenarios, establishing the re-
quired characteristics and proposing design quality measurements.

2. Guide on how to design data collections campaigns, focusing on target users.

3. Present lessons learned with the campaigns.

4. Present methodologies to validate collected datasets.

5. Present quality measurements over collected datasets.

In this way, we will contribute to the success of the strategic agenda by establishing guide-
lines on how to approach an E2E SLU project in a low-resource scenario and, responding to
the agenda’s concern about how technological progress benefits in an equitable and fair way,
we will share previous experiences with the community to achieve digital equality between
European languages, paying special attention to those coexisting with a major language. To
do this, section 2 presents the task and the recording tool, section 3 presents the dataset de-
sign and the complexity measurements, section 4 presents the campaign design, section 5
and section 6 present the campaign evolution and the validation methods and, finally, the
section 7 and the section 8 present the lessons learned and the conclusions of the project.

1 https://balidea.com/en
2 http://gtm.uvigo.es/en/
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2 Motivation: Creating and obtaining a dataset for SLU from
scratch

In order to train E2E SLU systems, it is necessary to have specifically designed speech datasets
anddomains. Traditional task-orienteddatasets such as automatic speech recognition, speaker
identification, or automatic subtitling are not useful for the SLU task (or at least not suffi-
cient to train these systems). In E2E SLU, structured information is extracted directly from
the speech signal, usually in the form of domain, intent and slots, so it is necessary that the
sentences in the corpus follow this information structure, i.e., the sentences in the dataset
need to be requests, commands or questions of some kind, and that the structured informa-
tion is correctly labelled as metadata. This, together with the fact that, compared to text, it
is not possible to generate unlimited speech data, and that it is therefore more complex to
obtain representative speech datasets, makes it very costly to create and obtain datasets for
E2E SLU. The main commercial applications of virtual assistants have meant that Big Tech
and its labs are currently leading research in this field, and therefore it is mainly these com-
panies that have the resources to develop this technology and are also the ones that decide
on the applications of the technology.
It is necessary not only to have the speech data resources, but also to have the knowl-

edge and the necessary guidelines to design and create this type of datasets, allowing access
to technology to languages with low-resources, and decoupling the development of virtual
assistants from the economic interests of large companies. In this way, it will be possible
to develop technology for fields that are not economically profitable, but are important on
a social level, and in fields where access requirements prevent many Big Tech solutions (as
they are not auditable or have total governance over the data), such as healthcare, education
or public administration.

2.1 Task definition
To achieve the goals of the project, we have taken advantage of the current work and re-
search framework of Balidea in end-to-end SLU systems. Balidea, in collaboration with the
University of Vigo, is involved in projects of conversational voice assistants for e-health ap-
plications, with the target users being older people who speak Galician and Spanish. As part
of these projects, Balidea has also developed a tool for the collection of speech recordings,
which will be the basis of this project and which will be reused in the collection campaigns.
Within this framework, and with the ultimate goal of creating and collecting an SLU dataset
from scratch, the following tasks have been defined within the project:

• Task 1: Perform a study on the minimum design features of a SLU dataset for low-
resource scenarios based on the experience with bilingual voice-based VA.

• Task 2: Propose quality measures, regardless of the language of application, to deter-
mine the complexity of the designed dataset, in order to be able to establish minimums
in the design and collection of data.

• Task 3: Design the data collection campaigns, which will be oriented towards weak
language data, and trying to record the main language varieties.

• Task 4: Present the lessons learned and the results of the data collection campaigns.

• Task 5: Present the methods of validation of the collected data, as well as series of
quality measurements over the final dataset.

FSTP Project Report 3
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2.2 The idea of the project
Many European languages are currently suffering from a scarcity of resources, so projects
that lay the foundations of how to involve collective participation are very important, and
from which all other languages in the same situation can benefit. Although this is a multi-
objective project with several defined tasks, its success depends mainly on the success of
the voice data collection. To properly understand the importance of data collection and the
success of the campaigns, it is necessary to know the situation of the language under study,
Galician.
Naturally, in linewith the direction set by the SRIA, all the resources obtained in this project

will be available for other research groups or companies to continue researching or develop-
ing speech technology in Galician. Section 2.3 specifies in detail the conditions under which
participants have made their recordings available.

Galician context

In order to properly understand thepublic approach of the project, it is necessary to know the
context of Galician. Galician, which belongs to the Romance language family, is a co-official
language, together with Spanish, in the autonomous region of Galicia, located in northwest-
ern Spain, and has approximately 1.9 million speakers (I.G.E., sep 2019a). Its use also ex-
tends to neighbouring provinces such as Asturias, León, Zamora or three municipalities in
Extremadura, and due to emigration, large concentrations of Galician-speakers can also be
found in other regions of Spain (Madrid, Barcelona, the Basque Country and Canary Islands),
Europe (Portugal, France, Switzerland, Germany, United Kingdom, Netherlands) and Amer-
ica (Argentina, Uruguay, Brazil, Venezuela, Cuba, Mexico and the United States) (O’Rourke,
2014). Moreover, Galician is a language that have linguistic variations depending on the
geographical area, and which coexists in a situation of bilingualism and code-switching.
Despite its rich cultural tradition and the fact that it is the official language in public in-

stitutions, the digital presence of Galician is scarce (Sánchez et al., 2022). As stated in the
ELE report on Galician (Sánchez and Mateo, 2022), it belongs to the group of languages with
fragmentary support, but it is a borderline case. The lack of resources clearly affects the
development of language technologies (LTs) such as automatic speech recognition, natural
language processing, machine translation, text analytics or dialogue systems. Efforts are
currently being made to reverse this situation, and as part of the Spanish Plan for the Ad-
vancement of LT3, the Galician government has presented the Nós project (Proxecto Nós)
(de Dios-Flores et al., 2022), which aims to have a significant contribution to the develop-
ment of LTs in Galician (currently considered a low-resource language) by providing openly
licensed resources, tools, and demonstrators in the area of intelligent technologies. In order
to make efficient use of available resources and to be as effective as possible, it is impor-
tant that such projects (public or private) are coordinated with other ongoing projects. This
aspect will be addressed as part of the lessons learned in the section 7.
For the specific case of end-to-end spoken language understanding, there is no existing

dataset of speech recordings for Galician, so the dataset collected will be the first public
dataset of these characteristics. If we analyse the available speech resources (although they
are not suitable for E2E SLU, they can be used with traditional ASR + NLU architectures),
the resources available in Galician are also scarce. The two main datasets available are the
Common Voice dataset (Ardila et al., 2019), which in its version 124 has a total of 17 hours
of validated speech, and the openSLR dataset (Kjartansson et al., 2020), which has approxi-
mately 10 hours of audio, so that in Galician there are a total of 27 hours of quality speech
available.
3 https://plantl.mineco.gob.es/Paginas/index.aspx
4 This is the latest version available at the date of creation of this deliverable.
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FalAI

Since the success of such a project depends on the altruistic participation of the population, it
is necessary to give the project a very concrete and attractive image. In order to achieve this,
the first necessary change was to give the project a “commercial” name and, in addition, it is
also necessary to narrow down the information provided to the population and to themedia,
in order tomake the projectmore understandable, more accessible, andmore attractive. The
name chosenwas falAI, which is a composition between the Galician verb for speak, “falar”,
and the acronym for artificial intelligence, AI. Moreover, in some areas of Galicia it is how
the second-person plural of the imperative of the verb to speak is created: “falai” instead of
“falade”. Throughout the deliverable, reference will be made to falAI as the project to collect
voices that the population perceived and campaigns used.
FalAI was advertised as a research project of the University of Vigo (in the section 7 we

will emphasize the importance of the participation of public organizations) and the company
Balidea for the collection of voices to train artificial intelligence models for conversational
assistants in Galician. The Galician population is perfectly aware of the lack of technological
tools in Galician (there are no conversational assistants with a Galician option, there are no
spell checkers in Galician, many cell phones do not have the possibility of configuring Gali-
cian as a language, etc.), so there was no need to explain why this type of action is necessary.
To sell the project it was only necessary to establish a clear image, clear objectives and a
suitable tool.

2.3 FalAI voice collection tool
In addition to an attractive project image and clear and concise information and objectives,
in order to get people, regardless of their age or technical background, to participate in falAI,
it is essential to have a multi-platform, simple and well-functioning speech recording tool.
For the voice collection campaigns, a tool previously designed by Balidea for this purpose has
been used. The tool was simply updated to include the appearance and images of the project,
the project information, and some additional functionalities that were necessary due to the
campaign strategies. It is a tool accessible through a URL5, designed to be displayed correctly
on PCs but especially on mobile devices, as a greater participation from this type of devices
was expected. All the necessary interactions with the tool are carried out through buttons or
drop-downs, seeking greater simplicity in its use. In addition, special emphasis was placed
on creating a tool that would appear intuitive for a non-technological profile, using an ap-
propriate font size, avoiding technical terms, and including the necessary instructions.
Figure 1(a) shows the initial screen of the falAI tool. It shows the falAI logo, a brief de-

scription of the project6, information about the possibility of winning a prize (this part will
be discussed in section 4.2), and a button to start the recording process.
The next screen of falAI is shown in the Figure 1(b). In this screen the user optionally in-

dicates their age range, where they grew up (where they learned the language), gender and
accent. In order to start the recording process, it will be necessary to affirm that the terms
and conditions of the assignment have been read and accepted. It will not be possible to tick
the checkbox without having opened the document. The document on the cession of voice
rights7 has been drawn up on the basis of the GDPR and with the guidance of legal experts.

5 FalAI recording tool, accessible via: https://falai.balidea.com
6 The translation would be: falAI is an initiative led by Balidea and the AtlanTTic research centre of the University

of Vigo that seeks to develop technologies that allow people to speak Galician with the digital world. To achieve
this, we need you to read the sentences we present and send the recording. These contributions are anonymous
and your voice will never be exposed or heard freely. Record 30 sentences and you will be entered to win a
PlayStation 5 or other prizes!

7 Accessible via: https://falai.balidea.com/privacy-gl/privacy_policy_gl.pdf
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It sets out what Balidea is and the terms of cession (anonymous, worldwide territorial scope,
for an indefinite period of time and without limitations for the data to be used in other re-
search or technology development projects). Furthermore, the usermust declare that he/she
is of legal age and has the legal capacity to grant the rights granted in the document. Once
you have completed all the data, you can start the recording process.

(a) Initial screen (b) Parameter list (c) Drop-down example

Figure 1: Initial screen and information entry screen of falAI.

The sentences recording screen is shown in Figure 2. It shows the sentence to be read on a
blue background and in a larger font size, the instructions, which indicate to hold downwhile
speaking, to use one’s own accent and style of speech (something that will be strongly em-
phasised during the campaigns: participants must use their own way of speaking and their
own accent, and may even change words in the sentence), to review the recording before
sending it, and the button to press while reading (microphone symbol). It has been decided
to segment the number of recordings by the user in series of 30 sentences (we have tried to
reach a compromise between asking the participants for as many sentences as possible and
that the total time needed to participate should not exceed 5minutes). This will be explained
in detail in section 4.2). The number of sentences within the series is always displayed on
the screen, in order to motivate the completion of the 30 sentences.
While recording, an animation is prepared that changes the colour of the microphone to

red, in order to make it more intuitive and clearer (Figure 2(b)). Once the recording is fin-
ished, it will be possible to review it, and in case it is not correct, delete it and re-record it
(Figure 2(c)). In order to move forward in the process, the recording needs to be accepted
by a specifically developed automatic validator (explained in detail in the security measures
section)
Likewise, the algorithm for selecting sentences within the corpus works as follows: the

tool searches for sentences with fewer recordings, and at the start of the recording process
it randomly selects the 30 sentences that will be shown to the user. In this way we ensure
that the contributions per sentence are balanced.
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(a) Recording screen (b) Screen while recording

(c) Review after recording

Figure 2: Recording screen of falAI.
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Data schema

AMongoDBdatabase has beenused to store the information. Although there aremore tables,
the structure of the two main ones is shown below.

Sentences table Table with information on the sentences of the corpus and the list of as-
sociated recordings. Each audio has an associated user, which is created at the start of the
recording process:

{
”_id” : ObjectId(”6405ef5bb363c53c8cb1dae9”),
”sentenceid” : ”afe2517754af4245abcb20c13f703e53”,
”audios” : [

{
”userid” : ”eeaf3010448340a5b5b3a94ac928c145”,
”duration” : 4.3653514739229,
”fileid” : ObjectId(”6406047a9ed3f8fb721565d7”),
”date” : ISODate(”2023/03/06T15:19:22.170Z”),
”reviewed” : true,
”status” : ”validated”,
”transcription” : ”quero escoitar algunha pansoriña en galeou”,
”cer_ratio” : 0.0952380952380952,
”hash” : ”ad429d5ef8fc8b13099bd8042d29a77855970dd3f6”

},
{

”userid” : ”bbd5b216cd00428f84b58767ae437486”,
”duration” : 3.15791383219955,
”fileid” : ObjectId(”6416181e1a9f445aa3f78eb5”),
”date” : ISODate(”2023/03/18T19:59:26.864Z”),
”reviewed” : false,
”status” : null,
”transcription” : ”quero escoitar algunha panxoliña en galego”,
”cer_ratio” : 0.0238095238095238,
”hash” : ”4359fe0df8850a83e309c1019d0e7f019b243e8355”

}
],
”date” : ISODate(”2023/03/06T13:49:15.461Z”),
”domain” : ”house commands”,
”intent” : ”music”,
”model” : ”tese”,
”sentence” : ”Quero escoitar algunha panxoliña en galego”,
”slots” : [

”action” : ”play”,
”type” : ”panxoliña”

]
}

Listing 1: Sentence schema example.

Users table The user table with the information provided by the user before starting the
recording process:
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{
”_id” : ObjectId(”62fdf1713b12773e2ac0a2de”),
”userid” : ”4fcbdc4d498a4629a73f84488d3f1f04”,
”accent” : ”central”,
”accept_conditions” : ”si”,
”age_range” : ”range50_59”,
”gender” : ”masculino”,
”location” : ”32004”,
”province” : ”32”

}
Listing 2: Users schema example.

Security measures

As the projectwas expected to bewidely disseminated throughout the population, it has been
decided to implement a series of security measures to try to reduce the chances of attacks
on our servers, denial of service (DoS) or malicious access to the benefits of completing the
30-sentence series (explained in section 4.2).
Balidea’s servers, where falAI is deployed, are already protected against DoS attack at-

tempts and against repetitive and suspicious requests from the same IP. The operation of
falAI at the client-server level also reduces the chances of attacks. When a client starts the
recording process, it is given an execution_id, which will only be valid for a series of 30 sen-
tences. In addition, the endpoints where falAI requests are made are secured through a
token, which is linked to the execution_id. This token expires after 30 sentences.
Finally, a validator was implemented, which consists of an ASR that calculates the CER

(Character Error Rate) between the reference sentence and the inferred one. In case the CER
does not exceed aminimum threshold, themessage “Sorry, I didn’t understand you correctly”
will be displayed and the user will be asked to repeat the recording. It has been decided to
use the CER and not the WER (Word Error Rate) because it is a more robust measure for
this type of validation, where you simply want to check that you have recorded a sentence
similar to the reference sentence, and because in such short sentences theWERmaynot be as
robust as the CER. Checking the CER of the transcript for each recording sent is an important
security measure, as it reduces the possibilities of sending ghost recordings, the possibilities
of sending sentences other than the reference sentence, and the possibility of creating bots
that automate the process in order to access the benefits of completing sets of 30 sentences
(section 4.1 and section 4.2).

3 Dataset design
There aremany aspects to take into accountwhen designing the SLU dataset. The objective is
to design a dataset that has theminimum features to be useful at a research level, but also at a
practical level in real scenarios. In addition, the particularities of the languagemust be taken
into account, as well as the possible linguistic variations that also want to be collected. In
this section, the characteristics of the main SLU datasets are analysed, complexity measures
are proposed, and the characteristics of the dataset designed for falAI are presented and
compared.
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3.1 Benchmark SLU datasets
The first corpus in the literature that contained audio and annotated semantic information
was the Air Travel Information System (ATIS) (Hemphill et al., 1990), introduced in the 1990s.
It was not until the first end-to-end approaches for SLUwere introduced (Serdyuk et al., 2018)
and (Haghani et al., 2018) that the first E2E SLU corpora in English were created: The SNIPS
benchmark (Coucke et al., 2018) and the Fluent Speech Commands (FSC) (Lugosch et al., 2019)
corpus, which became the main corpus on which to compare state-of-the-art results. How-
ever, the results obtained in these corporawere not representative of the actual performance
of the technology, as they were small corpora with low semantic complexity (McKenna et al.,
2020). It is for this reason that efforts to create and share E2E SLU corpora continued. The
next large corpus introduced was the Spoken Language Understanding Resource Package
(SLUPR) (Bastianelli et al., 2020), which contains 6 times more sentences than SNIPS, 2.5
times more audio than FSC, with more domains and greater lexical richness. The largest
SLU corpus in the literature to date, the STOP datasets, was introduced in early 2023 byMeta
(Tomasello et al., 2023). This dataset was a quantitative step forward in terms of the num-
ber of audios (three times more audios than SLURP) and the number of speakers (five times
more than SLURP), but also includes compositional queries with nested intents, which no
previous publicly available SLU datasets included (introduced in TOP dataset for NLU (Gupta
et al., 2018)). The table 1 shows a comparison between the text characteristics of the main
SLU datasets and falAI dataset.

FSC SNIPS SLURP STOP falAI
Phrases 248 2,912 17,181 125k 3,500
Domains 1 1 18 8 14
Intents 31 7 46 80 62
Slots - 53 55 82 64

Vocabulary size 96 2,182 6,467 15,056 2,957

Table 1: Text corpora SLU dataset comparison.

3.2 Dataset complexity
There is currently no benchmark measure for the complexity of an NLU or SLU dataset, al-
though there are widely used indicators that can be quantified using descriptive statistics
such as mean, median, standard deviation, and variance. Additionally, visualization tech-
niques such as histograms and bar charts can be used to represent these measures visually.
Some of the indicators are:

1. Dataset size: Quantified in terms of the number of examples (e.g. sentences) in the
dataset.

2. Level of natural language ambiguity: Quantified in terms of the number of ambigu-
ous sentences in the dataset.

3. Variety of topics and domains: Quantified in terms of the number of topics and do-
mains covered in the dataset.

4. Diversity of slots: Quantified in terms of the number of different slots in the dataset.

5. Label ambiguity: Quantified in terms of the number of ambiguous or poorly defined
slots in the dataset.
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It is well known that near-perfect results obtained with datasets such as FSC or SNIPS are
not representative of real scenarios, because they have limited corpora in terms of lexical or
semantic richness, number of vocalisations, domain coverage and semantic contexts (Bas-
tianelli et al., 2020). Studies have been carried out to try to establish measures of semantic
complexity (McKenna et al., 2020), which could be used in the design of the dataset. The aim
of this section is to compile the main metrics of the corpora, which allow us to evaluate its
complexity, and to propose new metrics based on our experience.

3.2.1 Lexical analysis: n-Gram Entropy

In addition to the vocabulary size (number of unique words in the corpus of sentences) and
the number of unique sentences, a goodmeasure of lexical complexity is the n-gram entropy.
The n-gram entropy measures the randomness of the dataset sentences over its constituent
n-grams, N . It is calculated by the equation:

H = −
∑

x∈N∗

p(x)log2p(x)

whereN ∗ is the set of unique n-grams in the dataset and p(x) is the probability of n-gram x
occurring in N . Larger values of n-gram entropy represent higher randomness and variety
in the utterance patterns, indicating larger lexical complexity. Table 2 shows a comparison
between the entropy for unigrams, bigrams, trigrams and average entropy betweenwhat has
been themain benchmark datasets in the literature to the date, the Fluent Speech Commands
dataset and the SNIPS dataset, and the falAI dataset.

Entropy FSC SNIPS falAI
unigram 5.5 6.2 9.26
bigram 7.2 9.1 12.49
trigram 7.9 10.9 13.38
average 6.9 8.7 11.71

Table 2: Comparison of entropies between the main SLU datasets and falAI dataset.

3.2.2 Syntactic analysis: lexical sophistication (LS2)

Lexical sophistication (LS) is a measure of the complexity and diversity of vocabulary used
in a text. It is often used as a metric for evaluating the quality and sophistication of written
or spoken language. There are several ways to measure LS, but one common approach is
using the Lexical Sophistication 2 (LS2) measure (Laufer, 1994).
Lexical sophistication has been compared in great detail in SLURP (Bastianelli et al., 2020)

for the benchmark datasets, and there are currently no tools available for the calculation in
Galician. Moreover, comparing the lexical sophistication between different languages can
be a challenging task. It is possible to compare the size of vocabularies across languages,
but simply comparing the number of words in a language may not provide an accurate rep-
resentation of the lexical sophistication of that language. The complexity and richness of a
language depend on various factors such as the grammatical structure, the syntactic com-
plexity, the semantic range, and the cultural context of the language. Overall, while it is
possible to compare certain aspects of the lexical sophistication between languages, it has
been decided not to compare them as it is a complex and nuanced task that requires careful
analysis and consideration of various factors.
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3.2.3 Semantic analysis: semantic textual similarity (STS)

Semantic Textual Similarity (STS) measures the degree to which two sentences are semanti-
cally equivalent to each other (Cer et al., 2017). This task has typically been used in applica-
tions such as machine translation, summarization, question answering or semantic search.
In this section we propose to calculate STS as a measure of the semantic complexity of the
designed dataset.
To calculate the STS, first the vector representations (embeddings) of the sentences in

the corpus are obtained. For this purpose, the Language-agnostic BERT Sentence Encoder
(LaBSE) (Feng et al., 2020), based on BERT (Devlin et al., 2018) and trained for more than
100 languages (including Galician, Spanish and English), has been used. After this, an L2
normalisation (Feng et al., 2020) is performed to avoid that parameters of the vectors with
different ranks and a high variance affect more than those that are not normalised, and then
the similarity is calculated as the product between the two tensors.

Figure 3: STS between domains in falAI calculated with LaBSE.

(a) STS between intents (b) STS between sentences

Figure 4: STS between intents and sentences in falAI calculated with LaBSE.

Figure 3 shows a heatmap of the STS between the falAI domains, with 1 being the highest
similarity and 0 the lowest similarity. It can be seen that there is some similarity between
some of the defined domains mainly related to time, weather or alarms. If we analyse the
results in terms of STS between intents (Figure 4(a)), we can see that there are more intents
with greater similarity, which can complicate the correct classification ( higher complexity).
As expected, the similarity is lower if we analyse at the sentence level (Figure 4(b)), obtaining
0.12 as average correlation.
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3.3 FalAI dataset features
The text corpus, designed in the first month of the project, had an initial version of 1,500
sentences and over 8 domains. Due to the success of the campaigns, once the project started,
it was decided to increase the corpus to take advantage of the opportunity. This section
presents the characteristics of the final dataset.
Within the domains defined, the one with the most sentences is health. This is because

Balidea expects to be able to use this data in real conversational assistant projects, user case
announced in the project proposal. Among the defined domains are health, typical conver-
sational assistant domains (house commands, music, events), domains that involve integra-
tions with other systems (appointments, transportation) or information domains in admin-
istrative processes. In addition, most of the defined slots are highly complex, as they refer to
Galician municipalities, personal names or specific locations.
The corpus has been created in collaboration with linguists in order to try to collect all the

variants of the language, to correct and revise possible errors introduced and to establish
criteria for its creation. Some of the criteria established are:

• All the words in the corpus must be words accepted by the Real Academia da Lingua
Galega, the institution in charge of establishing the rules for the correct use of the lan-
guage. Although there are many variants of the language and widely used terms not
covered by the institution, this criterion has been established because of the complex-
ity that would be involved in establishing criteria outside the norm and because of the
time constraints of the project.

• An effort has been made to balance gender and place references within the corpus,
trying to avoid bias in the creation of the corpus. We have also tried to involve as many
people as possible in its creation, increasing diversity.

• In Galician there are situations in which two types of writing are valid, but only one
of them can be pronounced, i.e. there are situations in which it must be pronounced
differently from the way it is written8. Currently, the tendency is to write the form
that cannot be pronounced, and this is how the corpus began to be designed. However,
when analysing the first recordings, it was found that most of the participants did not
pronounce correctly, as they read literally what was written. For this reason, and after
consultation with the team of linguists, it was decided to introduce the two written
versions into the corpus. In thiswaywedonot limit the user’s pronunciation, we ensure
that there are sentences where it is pronounced according to the norm, and we create
a corpus that can be very interesting at a socio-linguistic level in the future.

3.3.1 Minimum design features

Based on Balidea’s experience with conversational assistants in bilingual contexts, and on
the basis of the first tests of end-to-end SLU systems, it is necessary to have datasets with
a higher complexity than those that existed until recently in the literature (ATIS (Hemphill
et al., 1990), SNIPS (Coucke et al., 2018) or FSC (Lugosch et al., 2019): their almost perfect
results already indicated that they would not work well in real scenarios). Datasets such
as SLURP (Bastianelli et al., 2020) or STOP (Tomasello et al., 2023) are much more complete
and could be extrapolated to production scenarios. As part of this project, an attempt has
been made to design a dataset that can operate correctly in a production scenario on the ap-
plication domains considered. Based on our experience, a limited conversational assistant

8 For example, the following sentences are correct in written form, but only the second one is correct when read:
Activar o radiador / Activa-lo radiador.
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usually has a number of intents between 15 and 40, and they are usually single or limited
domains. If the corpus is correctly designed, it is possible to create systems with adequate
performance with a minimum of 50-100 sentences for each intent and each language (vary-
ing according to the complexity of the classification, the number of slots or the number of
domains).
Although it cannot be tested within the framework of the project, the collected dataset will

be used to study the viability of this type of dataset in real projects, establishing minimum
requirements in the design of the assistants. The impact of using data augmentation and
synthetic data in this type of solution will also be studied, which may modify the minimum
requirements. In practice, it would be common to start with a small amount of training data
and then iteratively add more data and refine the model based on its performance. This
approach allows to gradually improve the accuracy of the model over time.

4 Campaigns design
As discussed in the objectives section, the success of the project depends on the success of the
data collection, so the design of the campaigns is of vital importance. Although the lessons
learned and strategies presented can be applied in other scenarios, it should be noted that
due to the time constraints of the ELE project itself, the duration of the campaigns had to be
adjusted to the deadlines of the deliverables. The design of the campaigns has been carried
out in collaboration with Balidea’s communication team, the communication team of the
University of Vigo, and an advertising company contracted by Balidea. Some key aspects for
the data collection campaigns design:

• KPI campaign objectives: Table 3 shows the KPI-level objectives defined for the cam-
paign, which have been estimated on the basis of the average duration of the first
recordings and the proportion of the population in each province.

• Informed consent: As explained in section 2.3, in order to participate in falAI it will be
necessary to accept a data release document, which informs how the data will be used,
whowill have access to it, and how the data will be protected. In addition, an effort will
be made to explain that the data obtained in the campaign will be openly available for
research and technology development in Galician, and that voice data will be treated
with utmost respect and ethics. This means ensuring that data is stored securely and
protected from possible leaks or misuse.

• Participant selection: A segmentation of the target groups of interest was carried out
in order to be able to use different strategies and check their effect. The campaign aims
for mass participation, but also for some of the strategies to have a special impact on
older people.

• Speaker diversity: The campaign aims to get speakers from all parts of Galicia, with
representation of linguistic varieties, accents, with a similar participation of both sexes
and with the presence of all possible age ranges.

Real time data dashboard

In addition to the voice recording tool, it has been decided to implement a dashboard with
real-time campaign data10. The aim is to be able tomonitor the performance of the campaign
9 Galicia has four provinces: A Coruña, Lugo, Pontevedra and Ourense.
10 Dashboard created in Metabase and accessible via: https://falai.balidea.com/datos-tempo-real/public/

dashboard/c2d965e3-287d-4187-a95e-482fbe82578f/
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KPI estimation
Total samples [hrs] 100

Samples from people older than 50 years [hrs] 30
Samples from each province9 [hrs] 10

Participants 6,000

Table 3: KPI objectives estimation for campaigns.

internally, evaluate the results and analyse trends, but also to create this dashboard as a
campaign tool for the participants. We wanted to provide participants a tool that would
allow them to check the evolution of the campaign with respect to the objectives set, the
municipalities with the highest participation, or the accents or age ranges with the highest
representation, which also serves to motivate the participation of the population, either to
achieve the set objective or as a competition between municipalities, accents or age groups.
Figure 5 shows progress bars on the defined objectives11:

Figure 5: Objectives in terms of number of recordings and number of hours.

Figure 6 shows a map with the distribution of participants among the 313 municipalities
in Galicia and a ranking of the 12 municipalities with the highest number of participants:

Figure 6: Galicia map with distribution of participants and municipalities with the highest
number of participants.

11 At the time these images were taken, the initial objectives had already been modified due to the success of the
campaign.
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Figure 7 shows a graph with the number of participants per province and the distribution
according to shared gender, while figure 8 shows the distribution of participants according
to accent, and a motivational graph with the number of hours achieved.

Figure 7: Number of participants per province and the distribution according to gender.

Figure 8: Distribution of participants according to accent and a motivational graph with the
number of hours achieved.

4.1 Media campaign
Themedia campaign is themost far-reaching campaign and the one that will in parallel with
the other campaigns. The main objective is to promote falAI in all the channels available to
us, encouraging public participation and creating a clear brand image. The campaign will
seek to make as much noise as possible with a presentation with public personalities and
seeking institutional support, interviews in newspapers, radio and television, advertising on
social networks, creating falAI profiles on social networks and collaborating with local influ-
encers and celebrities. The profiles, created on Instagram12 and Facebook13, are intended to
be the platformwhere falAI’s content can be displayed without having to link the University
of Vigo or Balidea directly, which gives greater flexibility for its creation. It will be from these
profiles that collaborations and support from influencers and celebrities will be requested.
To complement all the promotion, digital content has been created (whichwill also be used

in the rest of the campaigns) where the project is explained and promote, and will serve as
support for all the information provided. In addition, a slogan has been created around

12 https://www.instagram.com/retofalai/
13 https://www.facebook.com/people/Reto-Falai/100090243069834/
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which most of the promotion of falAI will be based. This slogan seeks to motivate the entire
population that wants Galician to be a language with technological representation: you are
30 sentences away14 of achieving that the machines understand Galician. The idea is to set
up something like a challenge to motivate people.
The fact that there are 30 sentences has been discussed and planned. Wewanted people to

participate and recordmore than one sentence, but without asking for toomany andmaking
the process tedious. The final number was chosen based on the average time it takes to
complete a series: the average length of a recording is 3.5 seconds, and leaving a margin
between recordings, we wanted the total time to complete to be between 3 and 5 minutes,
no more, so we came up with this number of 30 recordings, in which we ask for significant
collaboration from people but without causing tedium or boredom. It should be noted that
longer and shorter blocks were tested, and the 30-sentence block was the one that gave the
best results without causing significant irritation.

4.2 Young people campaign
Campaign targeted at young people over the age of 18 (you must be of legal age to assign the
rights to a voice recording). For the presentation of this campaign, a local association with
a large number of followers has been involved, the Galician video game museum (MUVI15).
This will be a 100% digital campaign, which will try to spread through the collaboration of
Galician streamers, creation of specific content and targeted advertising on social media.
The great attraction of this campaign is the possibility of winning a prize. People who record
a series of 30 sentences will be able to enter a draw for different prizes. Figure 9 shows the
screen displayed to participants who complete the series of 30 sentences.

Figure 9: Screen to enter the draw after completing the 30 sentences.

14 The original one in Galician was: a30frases
15 https://muvi.gal/
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At this point the users can participate in the draw or repeat the series of 30 sentences. In
case they want to take part in the draw, the next screens they will see are those shown in fig-
ure 10. In order to be able tomeasurewhich strategy isworking best, to understandwhy peo-
ple participate, and to better understand the donor profile, it has been decided to add three
mandatory questions to this part of the challenge. We can allow ourselves to make them
mandatory, something that would normally create negative reactions from participants, be-
cause only people whowant to participate in the drawwill reach this screen, i.e. people who
are willing to do something else (in this case, answer three questions and share some contact
information) in order to participate in the prize draw.

(a) Survey and participant data (b) Survey drop-down example

Figure 10: Survey and participant data for the draw.

The questions in the final form are:

• How did you discover falAI?
– Internet or social networks
– Through another person
– Through the press or television
– Other

• Why did you participate?
– To be able to use technology in Galician
– To help the language
– Because of the prize
– Other
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• What language do you usually speak?
– Galician
– Spanish

After answering these three questions, it will be necessary to provide at least one contact
information (email or telephone) and accept the terms and conditions of the prize draw.
This document16 clearly states the dates of the draw, the mechanics, possible prizes and data
protection. The contact detailswill never be used for any other purpose than to communicate
with the winner (no commercial or promotional communication will ever be made).
To participate, they will be asked to accept the terms and conditions of the draw, provide

contact details and answer three questions related to the reason for participating in falAI.
Participation in the prize draw is optional and can be entered as many times as you want.
For each series of 30 recorded sentences, one entry will be added to the prize draw. Both the
initial launch eventwith streamers and the opportunity to receive the prizewill be promoted
with targeted advertising on social media.

4.3 Older people campaign
Campaign oriented to the participation and collection of voices of older people. We are aware
of the difficulties that a non-technological profilemay facewhen trying to access tools such as
falAI, o strategies have been designed to get them involved. Part of the campaign will be will
target additional groups of people (young people and evenminors), who can help their elders
to access the platform and record their elders. This will be accompanied by motivational1718
videos that will have an impact on social media and television. In addition, voice collection
sessions have been planned in collaboration with Galician care homes, which can be used
for media impact.

5 FalAI evolution
This section shows the progress of the campaign since its launch and details the different
actions carried out as part of each of the strategies designed. Figure 11 shows the evolution
of falAI in number of recordings per day since its launch until 31 March 2023.

Figure 11: Evolution of falAI: number of recordings per day during the campaign.

16 Accessible via: https://falai.balidea.com/bases_legais_sorteo_falai_gl.pdf
17 Video 1 accessible via: https://youtu.be/gE8E-yHMveE or https://www.instagram.com/p/CpcaxvKJxy8/
18 Video 2 accesible via: https://youtu.be/wJtKf-xR43A or https://www.instagram.com/p/Cpca_JZOovR/
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5.1 Official launch
The official launch of falAI took place on 20 February 2023 in an event organised by the Uni-
versity of Vigo and led by the Vice-Chancellor for Communication and Institutional Relations,
to which Balidea and theMayor of Vigo representing the City Council of Vigo were invited. It
was decided that the event would be organised and led by the University of Vigo in order to
expose, at least to Vigo City Council and the media, that it is clearly a research project with a
public purpose, where thanks to a public-private partnership in collaboration with Balidea
it is possible to carry it out.
The strategy of further exposing and presenting the public organisation first and then the

private company has been totally premeditated and organised. We are aware of the possible
resistance to actions in which personal data (such as voice) is requested from the population
in an altruistic andmassive way. In many sectors of the population, there is a clear rejection
and a high level of concern towards the data management currently carried out by compa-
nies and governments. It is for this reason that we decided to highlight the public part within
the collaboration, as we believe that a project led by a public university can have a greater
acceptance than a project led by a private company. Of course, the work of Balidea and the
ELE project was also well explained in each of the public participations.
Vigo is the largest and most populated city in Galicia and is also where the research group

(GTM) of the University of Vigo is located. In addition, the Mayor of Vigo, Abel Caballero,
a very famous and locally relevant person, has the capacity to gather media on a massive
scale and to create relevant impacts. It is for these reasons that the collaboration of the local
government of the city where the University of Vigo is present was requested. In the pre-
sentation and in the information given to the media, it was explained in detail that Vigo City
Council participates as a promoter, supporting the project and the collaboration, but mak-
ing it clear that it is not a project of Vigo City Council, nor has it participated in its financing.
Some examples of themany articles from that day and the following days include (eur, 2023),
(met, 2023), (Fernández, 2023) or (Lado Alvela, 2023).

5.2 Youth Campaign Launch
Due to the time constraints of the project and the dependency of the organisations involved
in the dissemination of the initiative, the official launch of falAI had to be delayed, which
meant that it coincided with the launch of falAI as part of the young people’s campaign.
The launch of the campaign also took place on 20 February. As mentioned in section 4.2,
this event was organised in collaboration with MUVI, an organisation with a large number
of local followers and a clear sensitivity to the defence of the language and the creation of
content in Galician. To this end, the Galician Video Game Museum itself organised a talk
between representatives of Balidea, the University of Vigo and the MUVI, which would be
moderated and broadcast live by two local streamers via Twitch, Facebook and Youtube19.
The aim of the talk was to present the project and the falAI tool in a distended way, as

well as the attractions of the project, in terms of research but also in terms of the possible
prizes of the draw, related to the video game industry. In this talk it was explained who
the participants in the project are, where the project comes from, and the possibilities and
benefits of this type of technology.

5.3 First reactions and campaign reception
In addition to the two presentation events, Balidea’s communication team designed a mes-
sage with all the information about the project (what is falAI, who participates, what it is

19 Video of the talk accessible via: https://www.youtube.com/watch?v=oWv9EjSyU0M

FSTP Project Report 20

https://www.youtube.com/watch?v=oWv9EjSyU0M


FSTP Project: Spoken-Language Understanding Systems for Virtual Assistants

for, how to participate and the possible prizes) to be spread individually together with one
of the designed videos through instant messaging applications (in Galicia, the most used is
WhatsApp) and to seek word of mouth to viralise the initiative. Figure 12 shows how the
message was designed and disseminated.

Figure 12: Message designed to broadcast via instant messaging.

As can be seen in the figure 11, the reception of the campaign was a success from the
beginning, resulting in more than 80,000 recordings in the first five days, and exceeding 100
hours of recordings (the original goal) in the first week. The reception in the media, mainly
as a result of the presentation with the city council of Vigo, was massive, giving visibility to
the project in Galician and Spanish newspapers, on local and regional radio stations, and on
Galician Television, the most watched television channel in Galicia.
Moreover, we were able to verify that the word-of-mouth effect exceeded all our expec-

tations, spreading the project throughout Galicia (to areas where the Vigo media could not
reach in the sameway) and very quickly. Sometimes, we found that whenwe tried to spread
themessage to different collectives, groups or areas, it had already arrivedpreviously through
another branch of dissemination (out of our reach).
The project and the proposal was also very well received in terms of image. The proposal

was perfectly understood by the population, who liked the initiative and did not hesitate
to share it altruistically, and Galician personalities quickly joined in and called for public
collaboration in the project.
In social networks, the impact of the project was also high, although not yet through the

project’s official profiles. One of the most massive movements we could observe was on
Twitter, where people not related to the project shared the idea and requested collabora-
tion. Motivated by this unexpected effect, it was decided to present the project through this
social network, but this time in the personal title of the main researcher. The idea is to also
measure the reaction when the people involved in a project are personified, and to measure
the possible impact through social networks. The specific tweet20, published on 23 February
2023 (three days after the presentation) along with one of the promotional videos, achieved
a high circulation, getting more than 55,000 views of the tweet and more than 12,500 views
of the promotional video, withmore than 400 retweets, more than 40mentions andmultiple
comments and private messages. The tweet was retweeted by Galician public figures (from
musicians to intellectuals) with thousands of followers on the social network. In terms of
20 https://twitter.com/DoctorPinheiro/status/1628726875370528768?s=20
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recordings, there was a clear spike once the tweet started to go viral (second peak of fig-
ure 11, more than 20,000 recordings). Figure 13 shows the hourly evolution in number of
recordings after the tweet was published.

Figure 13: Number of recordings per hour after tweet viralisation.

5.4 Midterm analysis and older people campaign evolution
After the successful launch of the campaign, digital content continued to be created on the
project’s social media profiles, promoting competition between different cities, regions or
accents, and seeking media impact (radio interviews and collaborations on Galician televi-
sion programmes). It is at this point that it was decided to increase the corpus designed to
take advantage of the success of the campaigns and achieve recordings in wider domains
and with greater complexity. It is also at this point that it is found that many of the record-
ings are read incorrectly as they are made literally, so it is decided to introduce the written
variant, which is correct orally (see section 3.3).
The next campaign strategy started in the third and fourthweek of data collection. The aim

of this campaignwas to collect voices of older people, and the first actionwas a collaboration
with language-related influencers to ask for participation in the campaign and to ask young
people to record older people. In parallel, a video was also launched to show the situation
of older people who do not have access to technology because of their language. Finally, a
voice collection day was also organised in a residence on 23 March 2023. The aim of the day,
beyond the voices that could be collected in the residence, was to attract media and create
an impact in areas that had not been so widely involved to date. The day was very positive
in terms of sensations with the older people who decided to participate, and local media also
attended to cover the day (Reboredo, 2023).

5.5 FalAI results
From the very beginning, it was decided that the duration of the falAI project would not be
strictly linked to the duration of the ELE project, in order to make the best use of the effort
and resources available. It is for this reason that the results presented in this subsection are
partial results, achieved as of 31March 2023, the date onwhich this report is delivered. FalAI
will remain active until at least the end of May, when the draw and prize-giving for partici-
pants will take place. Table 4 shows the main results achieved within the FalAI campaign:
The initial goal of 100 hours has been surpassed, an unprecedented milestone for the Gali-

cian, and we are close to surpassing the second goal of 300 hours. The number of recordings
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Number of hours 250
Number of recordings 245,000
Number of participants 11,300

Municipalities participating 98.7%
Female / Male ratio 61% - 39%

Participants over 50 years 2,500
Hours from participants over 50 years 54.15

Table 4: FalAI main results.

has also far exceeded the initial objectives, achieving a total of 70 recordings per sentence.
With regard to the number of participants, we can estimate that more than 10,000 people
have participated in the falAI challenge and recorded their voice (it is not possible to draw
a direct relationship between falai users and participants as it is possible that many peo-
ple participated more than once). This data makes falAI, to the best of our knowledge, the
largest database in terms of recordings, hours and participants publicly available for SLU,
above those available in English such as STOP or SLURP. Finally, with regard to the gender
of the participants, there is a clear tendency for women to participate and donate their voice
in the majority, achieving more than 60% of the recordings.
The participation of the Galician population covered the entire territory of Galicia. As ex-

pected, the municipalities with more contributions have been the big cities (Vigo, A Coruña,
Santiago de Compostela, Ourense, Lugo and Pontevedra), but a wide participation has been
observed in less populatedmunicipalities (Redondela or Ponteareas). Figure 14 shows amap
with the participation ratio per municipality, where only 4 municipalities have remained
without participation. If we look at the participation per municipality, 81% of the munici-
palities have had a significant participation of 5 or more participants (256 out of 313), and
50% of the Galician municipalities have had a participation of more than 15 people (157 out
of 313).

Figure 14: Participants per municipality.
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If we analyse the results according to the provinces, table 5 shows the hours and number
of recordings for each of the provinces, and figure 15 shows a graph with the number of
participants per province. As expected, the most populated provinces have achieved the
highest representation:

Hours Number of recordings
From A Coruña 83.48 81,784
From Lugo 35.24 34,146

From Ourense 27.05 26,212
From Pontevedra 97.11 102,349

Table 5: FalAI province results in terms of hours and recordings.

Figure 15: Participants per province.

FalAI has also been a success in terms of representation of each of the main variants of
Galician (something that could be sensed on the basis of the participation throughout the
territory). Table 6 shows the number of hours and recordings for each of the accents, where
it is notable the number of participants who did not share their accent (probably because
they were not sure which accent to use or because they did not clearly identify with any of
them), and Figure 16 shows a graphwith the distribution of participants among the different
accents. The representation obtainedmatches the distribution of current speakers in Galicia
(a higher number of normative speakers versus a lower number of speakers with an oriental
accent, the least populated area of Galicia).
The representation obtained for each of the language variants will be of great interest

for future socio-linguistic studies. Throughout the advertising of the campaigns, it has been
emphasised that the participants have to use their natural speech, as if they were talking to a
person, using their own accent variants and even changing words if they use other variants.
After random validations, it was confirmed that most of the participants use the variants of
Galician and clearly use one of the 4 main accents defined in Galicia.
FalAI has had a clear motivation to obtain voices of older people, typically groups that are

under-represented in the available voice datasets. In natural speech applications, this under-
representation causes systems to perform worse on these population groups. As shown in
Table 7, thousands of people over the age of 50 have participated. The campaign has par-
ticularly engaged people between 30 and 50 years old. We believe that this group of people
has particularly connected with the campaign, motivated by the need to help language and
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Hours Number of recordings
Atlantic 31.52 30,668
Central 30.16 29,551

Neo-speaker 25.32 24,808
Normative 101.90 99,547
Oriental 21.05 20,501

Not-shared 38.98 39,564

Table 6: FalAI accent results.

Figure 16: Participants per accent.

people who need to use this technology. Figure 17 shows the graph with the distribution of
participants by age range.

Hours Number of recordings
Under 19 19.75 19,537

Between 20 and 29 44.48 44,488
Between 30 and 39 53.21 52,411
Between 40 and 49 76.69 76,909
Between 50 and 59 36.17 34,876
Between 60 and 69 14.35 12,764
Between 70 and 79 3.21 2,665

Over 80 0.7 449

Table 7: FalAI age range results.

6 Validation and analysis over the collected dataset
Validation of a speech file dataset can be a complex process that requires a combination
of different strategies. Due to the validation control in place to avoid ghost recordings or
recordings different from the reference sentence, we know that all recordings have a mini-
mum quality and that they resemble the expected sentence.
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Figure 17: Participants per age range.

If we review the validation techniques used in other datasets, we see that SLURP (Bas-
tianelli et al., 2020) uses a fully automatic validation, where they first evaluate with two ASRs
if they get a perfect transcription (60% of their dataset), and then they relax the threshold
to see if the entity fills are perfect (EntityWER=0), managing to automatically validate 73%
of their dataset. Regarding the STOP dataset (Tomasello et al., 2023), they perform a semi-
automatic validation with an ASR where, if the CER is below 50%, they add the recording
directly to the dataset. For recordings below this threshold, they perform a manual valida-
tion. Neither of these two datasets add additional metadata in the validations.
In this sectionwewill explain the validation strategywehave designed, taking into account

that it is not the same to validate a dataset in English, where there are ASRs trained with
thousands of hours of audio, than in a language with few resources such as Galician. The
validation strategy presented can be extrapolated to languages with a similar situation to
Galician.

6.1 Semi-automatic validation
Because the ASRs at our disposal do not have a confidence comparable to that of English, be-
cause in Galician, changes in a single character can modify the meaning of a sentence, and
because the complexity of some of the sentences is high, including numbers, names ofmunic-
ipalities or acronyms, the validation designed for the falAI dataset will be a semi-automatic
validation. It should be noted that within the ELE project it has not been possible to vali-
date the achieved dataset (more than 250 hours with a margin of weeks), but the definitive
validated dataset will be made public in the coming months.
For semi-automatic validation, a fine-tuned XLS-R (Babu et al., 2021), a large-scale model

for cross-lingual speech representation based on wav2vec 2.0 (Baevski et al., 2020), has been
used as the ASR model. This model, available in the HuggingFace library (Wolf et al., 2020),
has been trained with 128 languages, including Galician andmany European languages, and
allows obtaining acceptable speech recognition results with a few hours of audio (in the
case of Galician, with 12 hours of audio it is possible to train perfectly valid models). The
validation strategy is first to normalise the audio, eliminate the silences at the beginning
and end of the audio automatically, and then calculate the transcription with the XLS-R ASR
model and, in case ofWER=0, automatically validate the recording. If a perfect transcription
is not achieved, the recording will be validated manually.
For manual validation, it has been decided to introduce metadata associated with each

recording, in order to obtain a richer,more interesting anduseful validated dataset for future
studies. From the SLU perspective, one does not necessarily need the person to say exactly
the reference sentence in order to have the intention and entities correct, i.e., as long as the
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recording carries the information to be understood, it will be correct, even if he/she changes
some words, adds or removes words, or hesitates in its pronunciation. For this reason it has
been decided to add themetadata present in table 8. Automatically validated recordings will
be labelled as “validated” (assuming that the noise level is acceptable and that nothing has
been changed in the reference sentence).

Metadata Meaning
Validated Utter which corresponds exactly with the reference sentence.

Change Utter in which some word/s have been changed or pronounced differ-
ently, but retains the information of intent and entity

More words Utter in which words are added, but which retains the information of
intention and entity.

Less words Utter in which words are omitted, but which retains information on in-
tent and entity

Hesitation Utter in which there is hesitation in pronunciation, whether or not the
reference sentence is changed, but the semantic information is retained

Noisy Utter noisy, where the reference sentence changes or not, but the seman-
tic information is retained

Other For any other case

Table 8: Metadata labelling in manual validation.

For automatic validation, a strategy has been devised that is divided into several phases.
In a first phase, the recordings are randomly reviewed and validated with the available ASR
and manually. When a considerable number of validated recordings are available (in our
case, 10,000 recordings), a fine-tuning of the ASR model with the validated sentences (auto-
matically and manually) is proposed, completely adjusting its performance to the domain
of the dataset to be recognised. Moreover, it is possible to further boost inference if we
use a language model trained specifically for this task. We have tested creating an n-gram
language model (in our case, pentagrams) with the dataset text corpus and with Galician
Wikipedia text corpus, and by incorporating the 5-grammodel in the ASR decoder the recog-
nition results improve by reducing the WER by 5 percentage points. For languages with few
resources, this strategy can considerably increase the ratio of automatically validated record-
ings, reducing themanual effort required. Of course, it is possible to repeat this process with
more validated sentences.
In addition, this labelling strategy allows the validated dataset to be used for multiple pur-

poses. The recordings labelled as “validated” can be used to train ASR models (as has been
done in the second phase of the automatic validation strategy), those labelled as “change”,
“less words” or “more words” allow to train or test the future SLU model in scenarios more
similar to a real scenario, and those labelled as “noisy” or “hesitation” allow to train or test
our system in more complicated situations (studies not yet contemplated for E2E SLU).

6.2 Quality metrics over collected dataset
As discussed in the falAI results section, the audio data achieved in falAI is spectacular, sur-
passing themain and largest publicly available SLU datasets, to the best of our knowledge, in
terms of hours, recordings and speakers. The success is especially remarkable in terms of the
number of speakers achieved, with representations of all age ranges (except children) and
variants of the Galician language. Table 9 shows a comparison between the main datasets.
With respect to audio quality, we know that due to the nature of the recordings, the audio

quality is lower than in datasets where the recordings have been made in controlled envi-
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FSC SNIPS SLURP STOP falAI
Speakers 97 67 177 885 11,300
Audio files 30,043 5,886 72,277 236,477 245,000

Duration [hrs] 19 5.5 58 218 250

Table 9: Spoken dataset comparison.

ronments. In addition, problems have been detected with the recording platform for some
specific devices or very old devices21. However, the variety of speakers and acoustic envi-
ronments present in the dataset makes it worth losing some quality in the audio recording.
Even so, we have been able to verify that the quality of the recordings is above expectations,
finding a very low percentage of noisy or incorrect recordings. Table 10 shows the main
quality measures proposed for an SLU (or speech) dataset:

Number of hours 250
Number of files 245,000

Speakers 11,300
Average SNR [dB] 33.0722

Annotation Yes
Metadata labelling Yes23

Acoustic environment variety High24

Table 10: Quality measurements over collected dataset.

7 Lessons learned
One of the objectives of the project was to extract conclusions from a use study, based on our
experience, conclusions that could be useful for similar projects or for European languages
that are in a similar situation toGalician, explainingwhat hasworked, why, andhow itwould
be possible to transfer the success to another language. This section outlines these lessons
learned throughout the duration of the project.

7.1 Key points in the approach
In this sub-section, we have summarised what we believe to be the key elements in the ap-
proach and design of the initiative:

Transparent communication and a clear basis: We know that one of the keys to avoid
people’s rejection and to motivate not only their participation, but also their diffusion, has
been the transparency in terms of the project’s objectives, the use of voices, and the fact that
it is “open” knowledge. The data release document, drawn up with legal experts, has been a
21 Although the bug could not be fully addressed, we have detected problemswith the library used for recording on

some iOS devices and on devices whose limited resources were limiting the performance of the tool. Due to the
time constraints of the project we have not had time to fix it and deploy a new version of the tool. We estimate
that the affected recordings are below 5%.

22 Calculated on 5,000 randomly selected recordings.
23 Seven types of label.
24 Proportional to the number of speakers.
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key element to avoid possible criticism or problemswith the use of voices, which is currently
very sensitive, and to provide security. Throughout the campaign, in every interview or
promotional action, the samemessage has been emphasised: the aim is to create technology
in Galician, regardless of who does it. This project seeks to provide solutions. Analysing
the feedback from the participants, we have seen that this message has been well received
and has given peace of mind to participate and share. A data collection project must be fully
transparent regarding the purpose and processing of the data.

Public-private collaboration: The collaborationwith a public organisation such as the Uni-
versity of Vigo has been a key factor for the success of the project. With our experience in
the project, we are convinced that this initiative would not have had the same impact if only
a private company was behind the project. This highlights that it is necessary for this type
of initiative to come from public organisations, such as the government, or from non-political
public knowledge organisations, such as universities or research institutes. Of course, it is es-
sential that there is coordination at national or regional level with similar public projects
or governments, so that the effort made by such proposals is carried out efficiently, making
the best use of resources and without duplicating work or hindering progress. In short, the
success of the public-private partnership has been based on leveraging the impact, image and
knowledge of the public side and the implementation capacity and experience of the private
side.

Communicate an idea: We think that giving the project a commercial name (falAI), an
attractive image and a simple idea that could be understood by any population profile has
also been one of the reasons for the project’s success. Being able to publicise the message
“let’s help machines understand Galician” or “let’s create assistants who understand Gali-
cian” (messages that were widely shared during the campaign) meant that the population
understood what we wanted to do and why. It is not always easy to convey technical in-
formation and to filter out what may not be so well understood by a general profile, so we
believe it is necessary to dedicate part of the effort to create an attractive and understandable
“product” for the population, making it clear why it is necessary andwhat their effort will serve
for.

Linguistic content of thedataset: The linguistic content of the dataset itself has also helped
to broaden the scope of the project, which was unexpected for us at the beginning. We have
seen from the feedback on social media that many people joined in sharing falAI because of
the phrases in the dataset. When designing the dataset, we decided to include references to
places inGalicia, local festivals inGalicia, Galicianmusic groups and artists, local expressions
(even the most informal ones), Galician writers and books or Galician products, as well as
sentences from many domains that we thought could be useful for the Galician population.
This has been appreciated by many participants, who have decided to share how their part
of Galicia was also represented, and it has also caused Galician artists or writers, with a large
number of followers in social networks, to be mentioned and share the initiative. In short,
the fact that participants found their own expressions, that they found the sentences useful,
and that it was insisted that they use their own accent, their own words, their own language
(often forgotten or under-represented), has helped to make it so well received. People par-
ticipated because they found it useful, hence the importance of designing application oriented.
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7.2 Key points for participation
This sub-section summarises what we believe have been the key actions to achieve the mas-
sive participation of the entire Galician population.

The recording tool: We have been able to see from the feedback of the participants how
important it was that the tool was stable, simple and attractive. It is common that applica-
tions or tools developed by public organisations do not pay as much attention to this kind
of details. In the design and creation of the tool, great care was taken to ensure that it was
intuitive and simple for anyone, regardless of their technological profile, that it was accessi-
ble from any device and that it was attractive, not forgetting that the tool must also be able
to handle recording peaks and that security measures must be implemented to avoid ghost
recordings or denials of service. A campaign like this must have a stable, multi-device, intu-
itive and well-maintained recording tool. It is not an option to lower the standards of design
and performance at this point.

Thedashboard and the challenge idea: Webelieve that presenting the campaign as a chal-
lenge, which could be followed in real time, has been one of the main attractions in motivat-
ing participation. The videos and other digital content created highlighted the fact that it was
a challenge (30 sentences away), and with the help of the dashboard in real time presented
in section 4 we have been able to see how competitiveness arose between different areas
of Galicia, how people, with the objective in mind, shared the initiative to ensure that the
Galician language had the necessary resources to meet the challenge. The dashboard has
meant that there was an image (a map, a graph) accessible to everyone and that it could be
shared on social networks, instant messaging applications, etc. The campaign has benefited
enormously from having a clear motivational idea (the challenge) and a space where attractive
campaign data can be viewed in real time (the dashboard).

Figure 18: How people have known falAI.
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Word-of-mouth: Theword-of-mouth effect has exceeded all our expectations and, although
it is difficult to measure correctly, we know that it has brought the initiative to areas or
groups that had not yet been orwere not going to be impacted by any kind of publicity action.
Only word of mouth explains that hours after the launch in Vigo, the initiative was highly
shared and we registered a high participation in areas far away from Vigo, such as Foz, Bu-
rela, Xinzo de Limia or Ares. We have been able to see on social networks, in forums and
individually, how our actions to disseminate falAI were not the first falAI message to reach
users. TheWhatsAppmessage designed had a great impact (Figure 12), and we saw how this
message or modifications to it spread massively. In addition, the voluntary responses of the
users support these conclusions, since more than 38% say that they have known about falAI
through another person (Figure 18). Word-of-mouth has been the second most important dis-
seminator of information. We believe it is necessary to focus efforts on facilitating this type of
communication and creating seeds for its dissemination.

Social networks and influencers impact: The impact achieved through social media was
undoubtedly the most effective action to publicise falAI. We have been able to see how there
has always been a peak after each of the collaborations with influencers or after some of the
more viral actions. Figure 19 shows the campaign’s two biggest peaks of recordings, thanks
to collaborations with influencers (the 10 March peak achieved more than 3,000 recordings
in less than an hour). However, it is difficult to predict which message or collaboration will
have the greatest impact. There have even been unplanned promotional actions, where an
influencer on TikTok with more than 1.8 million followers shared the proposal when she
came across it on social media, causing a spike in recordings. If we look at the responses
collected in the final form, more than 50% of the participants confirm that they met falAI
through the internet or social networks. In today’s society, the communication element with
the greatest potential is the internet and social networks. To publicise this type of campaign, it is
necessary to have a presence on the internet and to collaborate with influencers and celebrities
who are sensitive to language.

Figure 19: Number of recordings per hour after the collaboration of two influencers.

The reason: If the internet and social networks have been falAI’s best advertising chan-
nel, the fact of being able to help the Galician language and feeling part of the proposal has
undoubtedly been the main reason why people have decided to participate. All our actions
emphasised this message: let’s ensure, together, that Galician is also present in the digital
world, and all the feedback we have received has been in line with this message. If we anal-
yse the answers in the final form (figure 20), we see that 57.5% of the participants did it to
help the language, and 37.7% participated because they want to be able to use technology in
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Galician, that is, more than 95% of the people participated because theywant to help or want
to use the Galician language. Getting people to feel involved in this proposal and to understand
that it was necessary for the language has been the most important motivating element of the
campaigns.

Figure 20: Reasons for participation in falAI provided by users.

Campaign design and programmed impacts: The correct planning of the campaign is key
to its success. In our case, a good kick-off and presentation, accompanied bymedia, followed
by social media promotion and digital content promotion worked well. Analysing the evolu-
tion of the recordings throughout the campaign (Figure 11), it is clear how the programmed
impacts throughout the campaign are essential to maintain the level of participants. The
campaign must be well planned, with previously created and validated content, planned im-
pacts and agreed collaborations to maximise its impact.

Media presence: The presence in the media has been a great promoter of the initiative,
especially in the official presentation of the project. The traditional media (press, radio, tele-
vision) do not have the same impact as in the past, but the wide initial coverage has served
to reach many people quickly and word of mouth has started to work. It has also given the
project a sense of formality, allowing many people to join in and share, as they realised that
it was an important project, with wide coverage in multiple media. The presence in tradi-
tional media is an important action that should be complemented with the rest of the activities,
helping to publicise the project at the launching and giving the initiative a strong packaging.

The prize: We cannot ignore the fact that the prize was also a motivator for people to par-
ticipate. Although the final form does not reflect this as the main motivator (less than 5% in
figure 20), the feedback received internally, in groups and on social media does support that,
even though not as the main motivator, the prize has been a complementary element that
has helped participation in the challenge and in falAI. On the negative side, we believe that
our strategy of offering several prizes to be chosen by the winner (in order to offer attractive
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prizes to a higher percentage of the population) has not been successful. We did not commu-
nicate it correctly, and most people thought there was only one prize. In conclusion, for the
majority of the population, the prize has not been the main motivating factor for participation,
although it has helped to complement it, especially among younger participants.

7.3 Actions where measuring the impact has not been possible
During the campaign, many actions have been carried out within the strategies set out but
also on an improvised basis as opportunities arose during the evolution of the campaign. For
many of these actions it has not been possible to measure impact or the impact has not been
as expected. This sub-section presents the actions for which the feedback received does not
allow any conclusions to be extracted.

Press impact on a stand-alone basis: Some of the appearances in the press (newspapers,
radio or television) have been made on an isolated basis, once they have arisen. We have
been able to see how these types of actions, in isolation, have zero or little impact. The last
appearance in the press (23 March 2023) as a result of the collaboration with an elderly peo-
ple’s home was covered in the local press, but the recordings increased by 16% and only for
a few days. The same has happened with similar actions throughout the campaign.

Advertising in isolation: Our isolated publicity actions in front of many people have also
had little impact. The falAI advertising video was screened at an event with more than 3,000
people, with no change in trend over the next few days. Except with influencers, individual
actions have had little impact. A continuous advertising exercise is necessary to achieve
effects through this strategy.

Intergenerational collaboration: This strategy has not worked as we had hoped either,
as we have not been able to measure a significant impact on this type of collaboration. The
people who participated did so on their own, andwewere not able tomotivate young people
to record their elders on a massive scale. However, due to time constraints and restrictions
at Galician level, we have not been able to collaborate with schools and language standard-
isation organisations. Although we have not been able to test it, we believe that this type of
strategy could work for this group.

Older people campaign: The specific strategy towards older people has not had the ex-
pected effect either. The project has been a success in terms of collecting the voices of people
over 50 years old, but we have not measured an increase in recordings in this groupwith the
specific actions of the campaign, but itwas a trend since the launch of falAI. It should benoted
that the actions of this campaign came weeks after the launch, where the surprise effect had
already worn off. We believe that the data collection campaign would have been more ef-
fective if we had devoted more resources to on-site recordings in care homes throughout
Galicia, where the initiative was well received by users and professionals.

Compromise between design and deployment: The time constraints of the project have
affected the desired campaign design and implementation times. Webelieve that better plan-
ning anddesignwould benefit future campaigns, where digital campaign content is available
prior to launch, with a minimum of 3 months spent on campaign design and strategies. We
believe that a future campaign should be launched with digital content and events already
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planned and validated, and with a powerful kick-off event (including replicating the event
in different locations).

8 Conclusions
In this project we have designed a dataset for SLU from scratch, planned a data collection
campaign, and presented measures that allow us to establish the complexity of similar text
datasets, minimum design features, and measures on the quality of the dataset collected, re-
gardless of the language of the dataset. The dataset designed is an unprecedented milestone
for Galician, a low-resources language andwithweak technological presence. The success of
the campaign has been such that it hasmade it possible to obtain the largest publicly avail-
able dataset for SLU, to the best of our knowledge, above languages such as English, French
or Chinese, withmore than 250 hours of recordings and more than 11,000 participants.
The lessons learned in our campaigns, presented in the section 7, will serve as a guide

for the design of similar campaigns in European languages in a similar situation to Gali-
cian, learning from our successes and our mistakes, allowing us to invest resources more
efficiently. They show the importance of good communication and transparency in the
use of data, the potential of public-private collaboration, the good results of investing
resources in creating an attractive idea, or the importance of putting technology at the
service of society, designing people-oriented applications. It is also exposed how a sim-
ple but functional tool, real time data, word-of-mouth and mainly internet and social
networks are key to the success of a similar campaign in the European society.
The trend seems to indicate that chatbots and conversational assistants will be one of the

main channels of communication with the digital world of the future, and E2E SLU tech-
nology may be one of the key elements for their operation. Advances in the creation of
synthetic data are promising, increasing expectations that these types of technologies will
become more prevalent. Even with the presence of synthetic data, the European languages
will still need to have a minimum of real data for the creation of their dialogue systems.
This project has presented guidelines and results based on the experience of a real, scalable
and replicable project in multiple European scenarios and has focused on putting technol-
ogy at the service of society, in line with the demands of today’s European society and the
ELE project.

8.1 Future directions
In the coming months, data will continue to be collected in the falAI tool and some of the
strategies that were possible due to the time constraints of the project will be tested.
In Galicia, due to its situation of bilingualism, its historical context and the evolution of the

number of Galician speakers, there is a network of language promotion and standardization
teams coordinated by the Galician government (Secretaría Xeral de Política Lingüística). The
objectives of this network are, among others, to promote the Galician language, to ensure
institutional contact and to broaden the dissemination of the actions of the different enti-
ties that collaborate with the network. In turn, the network and teams collaborate closely
with the Galician Department of Education, coordinating actions also in educational centers
throughout the country.
We believe that a great strategywould be to establish a framework of governmental collab-

oration throughout Galicia between the linguistic normalisation teams and the educational
centres, with the aim of presenting the project on a massive scale in the educational centres.
During the duration of the project it has not been possible to carry out these actions due to
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the time constraints of the Galician government, as these types of actions have to be vali-
dated and coordinated with the Ministry of Education, a process that can take months and
involves considerable effort.
Finally, once all data collection campaigns have been completed, a review and validation

of the collected dataset will be carried out. After this process, access to the collected data will
be made publicly available. The collected and validated data will be used in real projects to
create conversational assistants in Galician by Balidea and the University of Vigo, and the
results of their performance will be published when available.
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