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Abstract
This desk research addresses the complex task of defining what could be an appropriate
Basic LAnguage Resource Kit (BLARK) for minoritized languages in the deep learning era.
To do so, we take Galician as a starting point being a paradigmatic case of a minoritized lan-
guage in Europe, with the ultimate goal of generating a BLARK that is language independent.
We define the minimum linguistic resources and tools in order to develop LTs in the field of
language-centric artificial intelligence in order to establish a starting point that helps iden-
tify which key areas would need to be developed in order to cover the basic LTs, define areas
of potential growth, and help funding bodies spot investment needs. The BLARK is divided
in two broad categories: cross-cutting resources and LT tasks. The former covers those fun-
damental resources of a more general nature, while the latter covers the resources needed
for specific tasks or applications. Besides the BLARK matrices, an additional contribution of
the project is the release of the first BLARK for Galician (GL-BLARK), with the further goal
that it serves as a reference source for other minority languages in the European context.

1. Introduction
This desk research addresses the complex task of defining what could be an appropriate
Basic LAnguage Resource Kit (BLARK) for minoritized1 languages in the deep learning era.
In recent years, the explosion of deep learning methods has brought about a huge paradigm
shift in the area of Language Technologies (LTs), radically changing thefield, andmost impor-
tantly, moving LTs to a state of development that was hard to foresee just a few years earlier.
Nonetheless, these advancements have not been comparable across languages, generating a
gap that is being aggravated by the need for the large quantities of data that modern deep
learning techniques require. With this in mind, this BLARK proposal focuses on minoritized
languages, taking Galician as a starting point being a paradigmatic case of a minoritized lan-
guage in Europe, with the ultimate goal of generating a BLARK that is language independent.
This BLARK aims at defining theminimum requirements in terms of linguistic resources

and tools in order to develop LTs in the field of language-centric artificial intelligence. The
purpose is to establish a starting point that helps identify which key areas would need to be
developed in order to cover the basic LTs, define areas of potential growth, and help funding
bodies spot investment needs. For these reasons, this BLARK is not an appropriate tool to
measure the degree of development of high-resourced languages such as English or Chinese,
or even languages that have amoderate amount of support such as German, Spanish, or Por-
tuguese, where most of the minimum technological developments are covered, even when
they still need significant support to keep growing. Furthermore, considering the speed at
which the field of LTs is evolving nowadays, this proposal faces the challenge of becoming
obsolete soon, as new solutions are constantly emerging. Consequently, this BLARKwill need
constant revision and updating. Another important aspect that determined the design of the
BLARK proposed has to do with its usability. In this respect, our intention was to create a
BLARKwhose completionwould not be excessively time-consuming orwould require a great
amount of inquiry and research. The objective in this regard is that anyone in the field of LTs
with expert knowledge about a given language would be able to fill it in a timely manner. To
achieve this, we have condensed or simplified some aspects that, as we know, are far from
simple but that, on the other side, would allow for more flexibility to adapt to new realities.

1 We have favored the use of the term ’minoritized’ instead of ’minority’ because, as mentioned by Suay and Hicks
(2018), this term provides a better characterization of the situation of several languages in Europe (e.g. Catalan
or Galician) which have a sizable number of speakers in their own territories and hence, are not a ’minority’,
even if they are not dominant languages.
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On top of the above, we intended to create a BLARK that can cover the key resources from
the perspective of academia and industry. At a time when the most important factor for de-
veloping new technologies is data, having access to data, especially in minoritzed languages,
is radically different whether the goal is to use it for research or for product development.
The complementary perspectives of industry and academia are combined thanks to the col-
laboration between imaxin|software, a leading company in the language technology sector
in Galicia since 1997, and the scientific advisory of the Nós project (Proxecto Nós)2, a pub-
lic initiative by Xunta de Galicia and the Universidade de Compostela aimed at providing the
Galician languagewith openly licensed resources and tools in the area of intelligent technolo-
gies (see de Dios-Flores et al. (2022)). Besides the BLARK matrices themselves, an additional
contribution of the project is the release of the first BLARK for Galician (GL-BLARK), with the
further goal that it serves as a reference source for otherminority languages in the European
context. As stated in the report D1.15 of the European Language Equality Project (Sánchez
and Mateo, 2022), Galician is currently the language with the least technological support in
Spain and one of the least supported in Europe. Thanks to the efforts of the Nós Project, the
situation has improved from the publication of Sánchez and Mateo (2022) report, as will be
shown in the GL-BLARK, although the outlook continues to be that of a language in much
need of support.
The structure of this report is as follows: in Section 2 we provide a review of the concept

of BLARK and revise previous BLARKs. In Section 3, we describe our objectives (3.1) and the
methodology deployed to design this BLARK proposal (3.2). Then, the central contribution
of this project is found in Section 4, where we explain in detail the structure and categories
of the proposed BLARK, and justify the importance given to each of the resources covered
and their relevant quality aspects. In order to test the applicability of this BLARK, we put
Galician to the test, and report the results in Section 5. Finally, in Section 6, we present some
conclusions and analyze the limitations of this work. The BLARK matrices as well as a filled
version for Galician (GL-BLARK) are to be found, respectively, in appendices A and B.

2. The concept of BLARK: previous works
In 1998 ELSNET3 and ELRA4 presented the work titled ELSNET and ELRA: Common past,
common future (Krauwer, 1998), where the concept of BLARK was initially proposed as the
first step to measure the development of LT resources. This first attempt was mostly envis-
aged as a means to cover the reality of major languages from Central and Eastern Europe
countries, although the idea was to make it useful to any lesser favored languages. The key
language-independent resources covered by this initial BLARK proposal and definition were
the following (Krauwer, 1998, p.3):

a) Theminimum general text corpus required to be able to do any precompetitive research.
b) Something similar for a spoken text corpus.
c) A collection of basic tools to manipulate and analyze the corpora
d) A collection of skills that constitute the minimal starting point for the development of
industry

2 The execution of Proxecto Nós is currently being carried out by a research team comprising members of the
Instituto da Lingua Galega (ILG) and the Centro Singular de Investigacion en Tecnoloxías Intelixentes (CiTIUS).

3 European Network of Excellence in Language and Speech, founded in 1991 as a pilot Network by the European
Commission’s ESPRIT Long TermResearch programme to constructmultilingual integrated language and speech
systems with unrestricted coverage of spoken and written language .

4 The European Land Registry Association was created in 2004 by a group of Land Registry organizations. ELRA
wants to promote a mutual understanding of land registers, to help create an open and secure Europe, serving
and protecting citizens.
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Upon the definition of the BLARK, the proposed first step was to identify what were those
LT resources that already existed for each language and, once all this information was col-
lected, the next step would be to launch different projects to fill the gaps identified in the
BLARK for each of those languages (Krauwer, 1998). Hence, the BLARK was conceived as a
starting point to systematically identify the gaps. Four years later, in 2002, the Dutch Lan-
guage Union (Nederlandse Taalunie-NTU) launched the first BLARK in Dutch (Binnenpoorte
et al., 2002a). Following the steps defined by Krauwer (1998), they described the basic LT
resources for Dutch that should be available both for academia and industry. Binnenpoorte
and colleagues divided their Dutch BLARK in three main categories: applications (the ser-
vices that make use of LTs), modules (the basic software components essential for develop-
ing LT applications), and data (the data needed to build the modules). Taking these three key
areas as a starting point, they generated a BLARK matrix that covered the modules needed
for the applications, the data needed for the modules, and the relative importance of mod-
ules and data. Some of the conclusions reached by Binnenpoorte et al. (2002a, p.1864) in
this first BLARK were that, for text applications, the most important modules were those for
preprocessing the text (e.g. tokenizetion, name entity recognition, syntactic and semantic
analysis, etc.). With respect to data, the most important resources were mono-lingual lexi-
cons, annotated corpora, and benchmarks for evaluation. Regarding speech, themodules for
automatic speech recognition, speech synthesis, and identification of confidence measures
had the most relevance. Finally, in speech data, they identified multi-modal, multi-media
andmulti-lingual speech corpora, in addition to speech corpora for specific applications and
benchmarking. They used this BLARK matrix for a survey of the Dutch and Flemish lan-
guages. Some of the conclusions of that survey were that more cooperation between uni-
versities, research institutes, and companies was necessary because the maintenance of the
BLARK was something essential and the LTs structure was scattered, incomplete, and not
sufficiently accessible (Binnenpoorte et al., 2002b).
Another well-known BLARK is the one launched by NEMLAR for Arabic languages in 2006

(Maegaard et al., 2006), whose results are also available on ELDA. They took theDutch BLARK
as a starting point and divided the BLARK between BLARK definition (general concepts) and
BLARK specification (instantiation for a given language, in this case, Arabic). They also added
some improvements to the BLARK that were not covered in Binnenpoorte et al. (2002a).
Among the most relevant ones, they included challenges related to language standards and
measures of quantity and quality for modules and data - which they determined by revis-
ing the available corpora for Arabic languages and defining the desirable size. Another dif-
ference with previous BLARKs is that Maegaard et al. (2006) created different matrices for
written and spoken language, although they also related the modules with the possible ap-
plications, as Binnenpoorte et al. (2002a) did.
In 2019, as part of the Faroese ASR project, Simonsen et al. (2022) developed a BLARK for

Faroese. This project finished in the summer of 2022 and all the resources are publicly avail-
able on the OpenSLRwebpage. In their work, they list all the available resources for Faroese,
highlighting those created under the auspices of their project. They created the EvalBlark
tool, which takes as input typical BLARK resources (corpora, tools, etc.) and returns a list of
reporting inconsistencieswith possible corrections. Rather than being a conceptual resource
that allows evaluating the support and needs of a given language, EvalBlark provides some
criteria (e.g. interoperability, formatting, etc.) that the resources to be included in a BLARK
should fulfill.
Despite the interest and usefulness of a tool like BLARK as a means to analyze and com-

pare LT development across languages, efforts to develop systematic, wide-covering and
language-independent BLARKs have been scarce. The existing BLARKs have only been de-
ployed in the context of a few languages (at least publicly), andwhat ismost relevant, they are
not fully appropriate to cover LT needs in the era of deep learning. From the first approaches
to develop a BLARK for minoritized languages two decades ago, the field of language-centric
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artificial intelligence has experienced a complete paradigm shift that made the previous
BLARK matrices and definitions somehow obsolete, especially from the explosion of neu-
ral networks applied to LTs. In our view, these new methods require different perspective-
taking,making it less useful to divide a BLARK into applications,modules, and data, nor focus
on its interdependence as done in previous works (Binnenpoorte et al., 2002a), (Maegaard
et al., 2006). In the deep learning era, data availability has reached even greater importance,
and it is for this reason that it is the cornerstone of the present BLARK.

3. Objectives and Methodology
In this section, we will describe the objectives of the project (3.1) and the methodology used
to create this new BLARK (3.2). The contents of the BLARK and a detailed explanation of the
selection criteria and the instructions to fill it in are detailed in Section 4.

3.1. Objectives
As was mentioned in the introduction, the main objective of our project is to update the
BLARK to the deep learning era, focusing on the basic requirements that any minoritized
language needs to achieve to provide its speakers with basic LT services. With this BLARK
we aim to achieve four main goals:

1. Analyze the key aspects in terms of LTs resources (data, models, etc.) for minoritized
languages to prosper in the digital world both from the perspective of the state-of-the-
art in research and the industry needs in order to deploy end-user products.

2. Create a BLARKmatrix that covers the basic resources, tools, tasks, and quality criteria
that under-resourced languages can use as a reference to evaluate their current state
and trace their road map toward digital language equality.

3. Provide the LT community with a BLARK that is wide-covering and flexible, while at
the same time, straightforward, easy to complete, and to update.

4. Create a digital version of the BLARKmatrix using the format of a web-based question-
naire, where anyone could fill in the BLARK information about any given language and
obtain a BLARK matrix with the scores as output. This would facilitate the collection
and management of the information, and enable comparative studies. This digital tool
will be created upon having received critical feedback on this BLARK proposal.

The ultimate purpose is that, upon the completion of the BLARK, anyLT actorwould be able
to get a panoramic view of the state of development of LTs for a given language and identify
the fields where further efforts and investments are needed. Keeping the BLARK up-to-date
is a critical factor that would determine its usefulness, something which is a great challenge
at a time when the state of the art is constantly changing and evolving. To facilitate this, we
tried to find the balance between not being too precise, so that the information provided is
not quickly outdated, and, at the same time, collecting all the necessary information in order
to approximate the degree of development of any given minoritized language.

3.2. Methodology
By taking other existing BLARKs as a starting point, such as those for Dutch (Binnenpoorte
et al., 2002a) or Faroese (Simonsen et al., 2022), we have developed an analytical method in
order to determine the basic requirements and tools for any language to get closer to the
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state of the art in LTs. To do so, the methodology used had three main steps: first, we ana-
lyzed previous BLARK proposals in depth and identified which of the previously proposed
criteria were still prevailing in the deep learning era and which were outdated. Second, we
surveyed the available resources for different European languages in order to tear apart
the minimum requirements from the desirable maximums. Third, we deployed our BLARK
using our knowledge from Galician in order to test its capacity to appropriately produce a
realistic and informative panorama of its degree of development.
With respect to the first step, we analyzed previous BLARKs in detail and tried to estab-

lish the axes that this new BLARK matrix should integrate. Upon great reflection, and given
that the need for large amounts of data was transversal, our BLARK was divided into two
great categories: cross-cutting resources, and LT tasks. This new division merges previous
BLARKs’ “data” and “modules” as cross-cutting resources, and keeps resources formerly re-
ferred to as “applications” as an independent category now deemed LT tasks (which cover
key areas such asmachine translation, speech synthesis, etc.). Many of the key aspects raised
by Binnenpoorte et al. (2002a) are indeed still present, but the reality of new deep learning
models calls for different ways to relate data and models, the former having much more
weight. For instance, pre-trained models existing for high-resource languages (or multilin-
gual ones) can be re-trained for low-resource languages if enough data is available, making
the existence of data far more crucial than the availability of the model itself. Furthermore,
following Maegaard et al. (2006), this BLARK integrates the dimensions of quality and quan-
tity in order to evaluate the resources, and adds the type of license as a further dimension
since it is a key factor for the development of research and end-user products by the industry.
The different levels for the dimensions of quantity, quality, and license were determined in
the second step of the method, by surveying the existing resources in other languages. For
each of the score ranges, we provide a series of qualitative and quantitative definitions. It
should be noted, however, that the criteria introduced in the BLARK, and described in detail
in the next section, should be simply taken as a guide to orient, rather than rigid criteria.
With respect to the second step, which required surveying the available resources for dif-

ferent low-resource and high-resource languages in order to set a realistic reference, the
ELG Catalogue and the different language-specific ELE deliverables were highly valuable as-
sets that helped us locate existing resources for our different reference languages and cate-
gories. For instance, in order to determine the desired size and quality of a reference corpus,
we compared the main reference corpora for Galician (CORGA), Spanish (CREA) or Catalan
(CTILC). This information helped us establishing a size and quality range to set the small,
medium and high score ranges. In order to evaluate the size in terms of parameters and
training corpus for a language model, we compared the existing language models for En-
glish (e.g. BERT, (Devlin et al., 2019)), Basque (e.g. Berteus, (Agerri et al., 2020a)) or Galician
(e.g. Galician BERT, (Garcia, 2021)). In this regard, this BLARK is envisaged as a complement
to the ELE Catalogue and the language-specific ELE reports that already provide a detailed
survey of the degree of development of dozens of languages in Europe, such that it could be
taken as a systematic and quantitative tool that would facilitate a fast and easy comparison
across minoritized languages.
As was already mentioned, what is a minimum requirement today may be completely

useless as an indicator in a few years’ time, or may depend on the specific language and
research context (e.g. some models can be successfully fine-tuned with fewer data, or some
low-resource languages or variants may benefit the most from transfer learning from lan-
guages that are typologically similar). Therefore, when it comes to completing the BLARK,
we ultimately leave it to the judgment of the researcher to decide whether, for instance, a
corpus is large in size or high in quality, regardless of the definitions provided as a guide in
this report. This flexibility would also allow LT actors to deploy this BLARK in the context
of different languages although, we insist, it is intended for minoritized ones and would not
serve its desired purposes when applied to medium or high-resourced languages that would
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require more demanding criteria.

4. The present BLARK
This central section describes the structure, definition and criteria of the proposed BLARK,
and represents the key contribution of the project. This BLARK is divided into two main cat-
egories: cross-cutting resources and LT tasks (described in detail in Sections 4.1 and 4.2, re-
spectively). The former covers those fundamental resources of a more general nature, while
the latter covers the resources needed for specific tasks or applications. Even though the
ability to successfully perform on the different LT tasks partly depends on the availability of
high-quality cross-cutting resources, LT tasks were given greater weight because they cover
a wide variety of applications that cannot be built without specific data (andmodels) of their
own. These two big categories are divided into several subcategories, as shown in Table 1.
On the one hand, cross-cutting resources are divided into corpora (4.1.1), lexical resources
(4.1.2), NLP tools (4.1.3), and languagemodels (4.1.4). On the other hand, LT tasks are divided
into speech synthesis (4.2.1), speech recognition (4.2.2), machine translation (4.2.3), other LT
tasks (4.2.4), and benchmarking (4.2.5). Considering that this BLARK is specifically geared to-
wards minoritized languages, we have prioritized speech synthesis, speech recognition, and
machine translation by giving them more weight, because, in our view, these are the tasks
for which even minoritized languages should be developed with sufficient quality in order
to facilitate basic human-computer interaction. Other LT tasks such as summarization, sen-
timent analysis, dialog systems, etc. are covered within the subcategory of “Other LT tasks”.
Although we consider them important, their development in minoritized languages would
require that the language is at a good stage of development. Finally, we have included a final
section devoted to resources for qualitymeasurement (i.e. benchmarking). Although quality
evaluation also applies to some of the resources covered within the cross-cutting resources
category, it was included within the category of LT tasks because the need for evaluation
datasets is common and essential to all the tasks included there.

BLARK
MATRIX

100%

Cross-cutting resources 40%
Corpora 70%
NLP tools 10%
Lexical resources 10%
Language models 10%

LT tasks 60%

Speech synthesis 20%
Speech recognition 20%
Machine translation 20%
Other LT tasks 30%
Benchmarking 10%

Table 1: BLARK matrix structure and weights (expressed in percentages).

Each of the subcategories represented in Table 1 is made up of a series of resources (or fur-
ther subcategories), whichwill be described and explained in detail in the following sections.
Yet, before moving into the detailed description of each of the subcategories and resources,
some general comments are deemed with respect to the scoring system, the concepts of size,
quality, license, and what is considered a “resource” in this BLARK.

Scoring system

With respect to the scoring of the BLARK, the relevance or weight given to each of the cate-
gories, subcategories, and resources is expressed in percentages, which are calculated rela-
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tive to each resource, subcategory, and category in order to produce the final BLARK score.
To provide a clearer example of how the scoring is performed, Table 2 advances the structure
and resources covered within the ”corpora” subcategory.

Resource Size 30% Quality 40% License 30%

Annotated corpora 20%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Size 40% Quality 30% License 30%

Reference corpus 30%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Macro corpus 50%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Table 2: Cross-cutting resources: corpora. Note that corpora are worth 70% of the cross-
cutting resources category.

The specific description of the resources and evaluation criteria included for the corpora
subcategory are detailed in Section 4.1.1, but what concerns us now is to provide an exam-
ple of how the scoring would be performed. As shown in Table 1, corpora receive 70% of the
importance within the cross-cutting resources category (which in turn is worth 40% of the
final BLARK). Within the corpora subcategory, three resources are covered (i.e. annotated
corpora, reference corpus, and macro corpus), each with a different associated weight (20%,
30% and 50%, respectively). Furthermore, for each resource, three aspects are evaluated in
this case: size, quality, and license, each with a different associated weight (30%, 40%, and
30% in the case of annotated corpus and 40%, 30% and 30% in the case of reference and
macro corpus). The difference in the quality and quantity weights reflects the fact that, in
the case of annotated corpora, quality tends to be more important than size. Especially be-
cause the size needed for fine-tuning (the situations where the annotated corpora are most
commonly used) is not very large compared to the size needed in a reference corpus or a
macro corpus. These concepts and their associated weights will vary depending on the re-
source, but always add up to a total of 100% for each resource. To exemplify how this system
would work, let us take the case of Galician.
Recently, a series of Galician annotated corpora with more than 4M entries have been

made publically available (SLI_NERC_Galician and SLI_CTG_POS), but these only cover POS-
tagging or NERC annotations. Therefore, the variety of annotations is not very wide. Conse-
quently, Galician can be considered to have a large, low-quality and open-licensed annotated
corpus. In the case of the reference corpus, CORGA, the Current Galician Reference Corpus,
has 43M words. This corpus includes Galician texts from 1975 to the present day, so it can
be considered a medium-sized, medium-quality corpus, but it is only open for consultation
online, thus, its license would be closed. Finally, the biggest Galician macro corpus is the SLI
GalWeb1.0. This corpus has around 174M words crawled from different web pages. Hence,
it is a medium-size, low quality and open-licensed corpus. Consequently, regarding Gali-
cian corpora, its BLARK score would be calculated as shown below, totaling up to a 57,55%
score of the corpora subcategory, which will contribute to a 40,28% within the cross-cutting
resources category, and 16,11% within the global BLARK.

• Annotated corpus (20%): SIZE (100% (large) x 30% (size)) + QUALITY (20% (low) x 40%
(quality)) + LICENSE (100% (open) x 30% (license))= 68%
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• Reference corpus (30%): SIZE (60% (medium) x 40% (size)) + QUALITY (60% (medium)
x 30%(quality)) + LICENSE (15% (closed) x 30% (license))= 46,5%

• Macro corpus (50%): SIZE (60% (medium) x 40% (size)) +QUALITY (20% (low) x 30%(qual-
ity)) + LICENSE (100% (open) x 30% (license))= 60%

When there is no existing resource in a given subcategory, not selecting any of the levels
equates to a score of 0%. Although the scoring process seems somehow tedious, it is not
intended to behand-calculated. The digital implementation of the BLARKwould facilitate the
automatic generation of the scores for each resource, subcategory, category, and the general
BLARK matrix.

The concepts of size and quality

This BLARK introduces thenotions of size (small/medium/large) andquality (low/medium/high)
- and also license, which is discussed separately. This means that most, but not all, of the re-
sources will be scored according to these three notions. However, their relative importance
will vary across resources. Regarding size, we have considered it an important feature be-
cause having enormous amounts of data to be able to train largemodels is an essential aspect
of LTs nowadays. The more text or speech data, the better, and even though this has always
been the case, size is an even more determining factor today than two decades ago. We will
provide some guidelines to help decide what is small, medium, and large depending on the
type of data or resource. Following our methodology, these guide parameters were created
by surveying existing resources in different languages.
The same applies to the concept of quality, whose components will also vary depending on

the resource. By quality, we generally mean the process by which the resource was created,
its performance on the task, or the amount of annotated information. For instance, whether
the resource was taken directly from the internet without revision or cleaning, whether it
has been manually or automatically annotated, or whether the annotations cover multiple
linguistic aspects or just a few. The procedure to create the guidelines to measure quality
was the same as for quantity, and in both cases, we ultimately leave it to the researcher’s
judgment, which should always take precedence regardless of the indications provided to
establish the approximate measurements.

The concept of license

Legal considerations in the field of LTs are as important as they are complex. A detailed
examination of these falls outside the scope of the present BLARK proposal, with the excep-
tion of issues related to the licensing of resources. The license category is common to all the
resources, and weighted with 30% in all cases, as we believe that its value is of equal impor-
tance throughout. There are two main reasons why we have placed so much importance on
the type of license, such that it is the only feature common to all the resources. Firstly, nowa-
days, it is essential that all the basic LT resources, especially those for minority languages,
are free to be used in research, to advance the state of the art, and industry, to provide users
with good quality products, particularly in contexts where big corporations have no market
interests. Resources that are not released, are not publicly available, or that are priced too
high, havemuch less value for the LT community in an under-resourced context. The second
reason is that this may be the characteristic that varies the most between research and com-
panies. When a resource is intended to be used for research purposes, it is usually easier
to acquire than when it is intended to be used for commercial purposes. Hence, the type of
license establishes a fundamental difference between the needs of academia and industry.
The licensing feature is divided into three levels (closed, restricted, and open), each having
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different weights (15%, 30%, and 100%, respectively). Given the wide variety of licenses and
aspects that can be taken into consideration, belowwe provide some general indications and
examples that would fall into each of the levels.

• Closed: by closed licenses, we refer to all those licenses that regulate public resources
that can only be accessed via web queries (e.g. dictionaries like RAG5 or corpora like
the CORGA), commercial products that are open to the public on a limited basis, such as
machine translation systems that can only be used free of charge with a limited num-
ber of characters (e.g. Google translate or Deepl. This situation is similar to tools like
GPT chat, that can only be used after registration and whose training information is
increasingly closed to the public. Finally, any closed commercial product would fall
under this license.

• Restricted: open-source licenses that preserve the rights of developers to benefit from
the commercial use of their work (e.g. the Commons Clause), or copy-left licenses that
require all modified and extended versions of an open-source program to be free (e.g.
GPL or AGPL licenses). These restrictions are especially problematic for small compa-
nies that want to commercialize their products.

• Open: open-source licenses that allow thedistribution andmodification of the resource,
regardless of copyright. A typical license type that would fall within this category is
Apache 2.0.

Given that the license section is common to all the resources reported in the BLARK, these
considerations will not be repeated for each subcategory, as the same criteria apply to all.

The concept of resource

What is meant whenwe talk about a “resource” is the fourth issue that deserves clarification
before moving into the specific subcategories. Of course, a given language may have, for in-
stance, several reference corpora, or translation models, and each of those would represent
an individual resource under the general understanding of the concept of resource. How-
ever, for this BLARK, we blur the concept of resource meaning all the available resources in
a given subcategory, trading off between the capacity to collect all the information possible
and the capacity to evaluate the degree of development of a language with the least infor-
mation possible. We wanted the BLARK to be an easy-to-use tool that could be completed in
a timely manner. Consequently, rather than having to introduce the information for each of
the available resources within a particular category, we ask the BLARK user to provide an
approximate judgment of their availability. For some resources, like corpora, it is possible
to judge their total size when there are multiple resources for the same purpose (e.g. sev-
eral data collections that can be used as a macro corpora). For other resources, like models
or tools, we encourage the researcher to fill in the BLARK with the best performing one, or
approximate the capabilities of all the available ones. In cases where it is not possible to
find the exact characteristics of size, quality, or license, the table may be completed in an
approximate manner. Ultimately, we insist that this BLARK was not designed as a resource
catalog or a detailed report on the state of the art of a language, as there already exist very
good tools and reports that fulfill these purposes within the ELE (such as the ELG or the ELE
reports) or other sources.
In the following subheadings, we describe the subsections of the BLARK in detail. First,

within the cross-cutting resources category, and then, within the LT tasks category.

5 Dictionary of the Royal Galician Academy
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4.1. Cross-cutting resources
Cross-cutting resources are those that can be used for many different purposes and in many
different tasks (such as data pre-processing, model fine-tuning, etc.). It is divided in four sub-
categories, which we will explain in detail in what follows: corpora (70%), lexical resources
(10%), NLP tools (10%), and language models (10%).

4.1.1. Corpora

The corpora subcategory covers those basic textual resources that can be used for several
different tasks. It amounts to 70% of the cross-cutting resources category, and it is divided
in annotated corpus, reference corpus, and macro corpus, as shown in Table 3 (which is a
repeated version of Table 2). In turn, each of these resources is assessed with respect to their
size, quality, and license.

Resource Size 30% Quality 40% License 30%

Annotated corpora 20%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Size 40% Quality 30% License 30%

Reference corpus 30%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Macro corpus 50%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Table 3: Cross-cutting resources: corpora. Note that corpora are worth 70% of the cross-
cutting resources category.

The approximate guidelines to assess these resources are the following:

• Annotated corpus: refers to any kind of annotated collection of texts that can be used
to train models for specific tasks (e.g. NERC, POS-tagging, etc.). To define these ap-
proximate guidelines we have revised annotated corpora of different low-resource and
medium-resource languages such as Galician (CTG corpus), German (MTP), or Spanish
(IULA Spanish LSP Treebank).
– Size:

* Small: <100k tokens

* Medium: 100k-1M tokens

* Large: >1M tokens
– Quality: quality is defined with respect to the number and quality of linguistic
annotations for relevant linguistic categories it contains.

* Low: it covers one or two annotation categories, or they have low quality

* Medium: it covers a variety of annotation categories and its quality is good
enough to fine-tune small model-tasks.

* High: it covers most or all the relevant linguistic categories and its quality is
excellent in order to train good-performing models.
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• Reference corpus: refers to a collection of texts that contains the different contem-
porary linguistic varieties of a language, it is representative, linguistically revised, and
is designed to provide comprehensive information about language use in different do-
mains and registers. To define these guidelines we have revised reference corpora of
different languages such as Galician (CORGA), Spanish (CREA), or German (Schweizer
Textkorpus).

– Size:

* Small: <10M tokens

* Medium: 10M-100M tokens

* Large: >100M tokens
– Quality:

* Small: it is not representative of the language, it does not covermost text types
and domains.

* Medium: it is quite representative of the language, it covers some text types
and domains

* High: it is fully representative of the language, it covers a wide range of text
types, domains, and dialects.

• Macro corpus: refers to an enormous collection of texts. The difference with the refer-
ence corpus is that themacro corpus does not have to be representative of the linguistic
varieties, nor is it as carefully curated as a reference corpus. It simply contains asmuch
text as possible, even if it has not been checked by language professionals. To define
these guideliness we have revised macro corpora of different languages like Galician
(SLI GalWeb.1.0), Czech (SYN v4), Spanish (Compilation of Large Spanish Unannotated
Corpus), Basque (EusCrawl), or the multilingual corpus OSCAR.
– Size:

* Small: <100M

* Medium: 100M-1000M

* Large: >1000M tokens
– Quality:

* Low: it has not been revised, nor cleaned

* Medium: it has been partially cleaned but not revised by professional linguists

* High: it has been carefully cleaned and (partially) revised by professional lin-
guists.

4.1.2. Lexical resources

The lexical resources subcategory covers those collections of words that are fundamental for
many NLP tasks. It amounts to 10% of the cross-cutting resources category, and it is divided
into annotated lexicons and dictionaries, both having the same importance, as shown in Ta-
ble 4. An annotated lexicon is assessed with respect to its size, quality, and license, while
dictionaries are only assessed with respect to size and license, as prescriptive academic dic-
tionaries are assumed to have a high-quality standard.
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Resource Size 70% License 30%

Dictionaries 50%
Small 20%
Medium 60%
Large 100%

Closed 15%
Restricted 30%
Open 100%

Size 30% Quality 40% License 30%

Annotated lexicons 50%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 4: Cross-cutting resources: lexical resources. Note that lexical resources areworth 10%
of the cross-cutting resources category.

The approximate guidelines to assess these resources are the following:

• Annotated lexicons: refers to a list of the words (as exhaustive as possible) accom-
panied by a set of tags that add information about the word (lemma, grammatical cat-
egory, morphological information, semantic information, polarity, etc.). They can be
wide-covering or more specific in nature, such as polarity lexicons (e.g. the Sentiment
lexicon for Irish or the Bootstrapped Lexicon of GermanVerbal Polarity Shifters), which
are devised for the more specific task of sentiment analysis. When there are multiple
annotated lexicons in a language, we encourage researchers to assess their size and
quality globally. These ranges were established with respect to existing monlingual
lexicons such as the esLEX or multilingual lexicons like the MCR.

– Size:

* Small: <1K entries

* Medium: 1K-30K entries

* Large: >30K entries
– Quality: quality is defined with respect to the number, diversity, and quality of
linguistic annotations it contains.

* Low: the annotations cover a few categories or have low quality (as they may
not be precise or contain errors).

* Medium: the annotations include a relatively wide range of categories with
acceptable quality.

* High: the annotations cover the vast majority of relevant word information
and the quality is excellent.

• Dictionaries: a dictionary is an academic or prescriptive source collecting the words
of a language together with their definition and other relevant information (pronun-
ciation, synonyms, etc.). The dictionaries for Galician (RAG), Basque (Basque General
Dictionary) or Spanish (COES) have been used as a reference to create these size guide-
lines.
– Size:

* Small: <10K entries

* Medium: 10K-100K entries

* Large: >100K entries
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4.1.3. NLP tools

Resource Existence 70% License 30%
POS tagging 20% Tokenization 5%
Parsing 20% Lemmatization

/word segmentation 5%
NERC 20% Word sense

disambiguation 5%
Language
identification 20%

Coreference
resolution 5%

Yes/No 100%
Closed 15%
Research 30%
Open 100%

Table 5: Cross-cutting resources: NLP tools. Note that NLP tools are worth 10% of the cross-
cutting resources category.

The NLP tools subcategory covers basic tools that are necessary to pre-process and analyze
data for a variety of tasks. It amounts to 10% of the cross-cutting resources category, and
it contains a list of the most frequent and necessary NLP tools. Despite the fact that the
range of possible NLP tools of interest is very vast, we have selected eight basic ones that are
most useful and essential, shown in Table 5. The first four (i.e. POS tagging, parsing, NERC
and language identification) have received more importance because they are key to pre-
processing and cleaning data. Although tokenization is a fundamental pre-processing step
for almost any LT task, most current tokenizationmethods are language-independent, which
is why it has not received so much weight in the BLARK. The resources in this category are
assessedwith respect to two aspects: whether the tool exists with sufficient quality, and their
license. We should emphasize that this subcategory is designed to cover tools that function
using deep learning methods.

4.1.4. Language Models

The last subcategory within cross-cutting resources is language models, and it amounts to
10% of cross-cutting resources. Large pre-trained language models (also known as founda-
tion models) have caused a complete paradigm shift in LTs, achieving state-of-the-art results
in many NLP and LT tasks (Min et al., 2021b). This category is divided into word embed-
dings, monolingual autoencoder models, monolingual autoregressive models, multilingual
autoencoder models, and multilingual autoregressive models, each associated with a differ-
ent weight, as shown in Table 6. We have given more value to autoencoder than autore-
gressive models because autoregressive models demand, even for fine-tuning, much larger
amounts of data than autoencoder models. Thus, its adaptation to minoritized languages
is more challenging than autoencoder models. There are, of course, other types of models,
such as encoder-decoder or sequence-to-sequence (e.g. T5 (Raffel et al., 2020)). These have
not been included in this subsection because they play a more important role for specific LT
tasks.
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Resource Size 70% License 30%

Embeddings 10% Vocabulary size 50% Training corpus 50%
Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Closed 15%
Research 30%
Open 100%

Nº Parameters 40% Training corpus 60%

Autoencoder
(monolingual) 30%

Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Closed 15%
Research 30%
Open 100%

Autoregressive ´
(monolingual) 30%

Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Closed 15%
Research 30%
Open 100%

Nº Parameters 40% % of the language
in training data 60%

Autoencoder
(multilingual) 15%

Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Research 30%
Open 100%

Autoregressive
(multilingual) 15%

Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Research 30%
Open 100%

Table 6: Cross-cutting resources: language models. Note that language models are worth
10% of the cross-cutting resources category.

Autoencoder models are trained using the encoder part of the original Transformer ar-
chitecture (Vaswani et al., 2017). They are able to predict the next word by collecting bidi-
reccional information of the sequence. The BERT (Devlin et al., 2019) family is the most
representative example of autoencoder models. These models can be fine-tuned to carry out
different classification tasks such as NERC or POS-tagging, achieving state–of-the-art results.
Autoregressivemodels are trained using the decoder part of the Transformer architecture to
predict the next word given all the previous words in the sequence. The most famous exam-
ples of autoregressive models are the different versions of GPT (Radford et al., 2018), GPT-2
(Radford et al., 2019), and GPT-3 (Brown et al., 2020). This type of models can be fine-tuned
for different tasks, particularly those that require language generation, although not exclu-
sively (Min et al., 2021b). Providing evaluation criteria for language models is very challeng-
ing for two main reasons. First, at the speed at which new models are emerging these days,
the guidelines provided below with respect to current state-of-the-art models will surely be
outdated soon. Secondly, the data and architecture used are not always public, making it
difficult to provide relevant values.
The approximate guidelines to assess these resources have been defined based on Min

et al. (2021a) paper:

• Word embeddings: refers to “dense, distributed, fixed-lengthword vectors, built using
word co-occurrence statistics as per the distributional hypothesis” (Alt et al., 2019, p.2).
To provide the following approximate guidelines, we have considered theword embed-
dings of different languages like Catalan, Galician, Spanish, Portuguese or German6.
– Size:

* Vocabulary size:
· Small: < 500k tokens

6 Source: http://vectors.nlpl.eu/repository/
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· Medium: 500k - 1M tokens
· Large: > 1M tokens

* Training corpus size:
· Small: < 3B tokens
· Medium: 3B tokens < 10B tokens
· Large: > 10B tokens

• Monolingual autoencoder model: to provide the following approximate guidelines,
we have consulted the characteristics of BERT models of different languages like En-
glish, Galician, Basque (Agerri et al., 2020b) or Portuguese (Souza et al., 2020).
– Size:

* Nº parameters:
· Small: <100M parameters
· Medium: 110M parameters
· Large: > 110M parameters

* Training corpus size:
· Small: <200M tokens
· Medium: 200M - 500M tokens
· Large: > 500M tokens

• Monolingual autoregressivemodel: to provide the following approximate guidelines,
we have reviewed the GPT, GPT2 small and base and GPT3 English models (Min et al.,
2021a). We did not consider GPT models in other languages as there are few languages
trained with this type of architecture and because the training parameters and corpus
are not easily available.
– Size:

* Nº parameters:
· Small: <124M parameters
· Medium: 124M-300M parameters
· Large: >300M parameters

* Training corpus size:
· Small: <800M tokens
· Medium: ca. 12B tokens
· Large: > 12B tokens

• Multilingual autoencoder model: to provide the following approximate guidelines
we have used mBERT-distilled and mBERT-base (Devlin et al., 2018) as reference.
– Size:

* Nº parameters:
· Small: < 110M parameters
· Medium: 110M - 177M parameters;
· Large: > 177M parameters

* % of the language in the training data:
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· Small: < 0.17%
· Medium: < 2.8%
· Large: > 2.8%

• Multilingual autoregressive model: to provide the following approximate guidelines
we have used multilingual GPT (Shliazhko et al., 2022) as reference.
– Size:

* Nº parameters:
· Small: < 1.3B parameters
· Medium: 1.3B < 1.5B parameters
· Large: > 1.5B parameters

* % of the language in the training data:
· Small: < 0.01%
· Medium: 0.01% - 0.60%
· Large: > 0.60%

4.2. LT tasks
LT tasks represent the most important category of the BLARK, amounting to a 60% of the
final score. It is divided into five main subcategories. First, the three basic tasks that, in our
view, any minoritized language should have as a priority: speech synthesis (4.2.1), speech
recognition (4.2.2) and machine translation (4.2.3). Then, other LT tasks (4.2.4), that present
further challenges and are often hardly supported in minoritized languages, at least using
deep learning methods. These include: grammatical error correction, summarization, senti-
ment analysis, fact-checking, and dialog systems. Finally, the last subcategory of the BLARK
is benchmarking (4.2.5), which condenses, in a very general way, the importance of having
sufficient evaluation materials to analyze the quality of the different LT systems. Most of
these subcategories, although not all, will be evaluated according to what are, in our view,
the two main axes of LT development: corpora (i.e. the availability of data) and models (the
existence of trained architectures that can perform the task). As already noted, to complete
the information about the size and quality features of the corpora for each task, we encour-
age researchers to take into account, whenever possible, all the available corpora for a par-
ticular task instead of just an individual resource, approximating a total size. With respect
to model quality, we encourage researchers to describe the features of the best-performing
model. We provide some guidelines with respect to the most representative metrics for each
task, although this should be taken with caution, as automatic metrics are simply approxi-
mate indicators of the quality of a model, but are not always reliable.

4.2.1. Speech synthesis

Speech synthesis (also known as text-to-speech (TTS) can be defined as the task of synthe-
sizing intelligible and natural speech from text (Tan et al., 2021). Although the resources
that could be used to train speech models (or any other model) are very heterogeneous, for
reasons of clarity, this and the following LT tasks will be evaluated in terms of corpus and
models, as shown in Table 7.
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Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 7: LT tasks: speech synthesis. Note that speech synthesis is worth 20% of the LT tasks
category.

The approximate guidelines to assess these resources are the following:

• Corpus
– Size:

* Small: < 4 hours

* Medium: 4 - 10 hours

* Large: > 10 hours
– Quality: the key features to evaluate the quality of the corpus are the recording
quality and the text balancing (i.e. phonetic distribution, representativeness, etc.).

* Low: recorded by non-professionals and the text is phonetically unbalanced.

* Medium: the corpus has been recorded by semi-professionals and the text is
quite balanced.

* High: recorded by professionals and the text is well-balanced.

• Model:
– Quality: model quality is often evaluated using the MOS metric (Mean Opinion
Score).

* Low: < 3 MOS score

* Medium: 3 < 4 MOS score

* High: > 4 MOS score

4.2.2. Speech recognition

Automatic speech recognition (ASR) is the task that facilitates the recognition and translation
of spoken language into text by amachine (Rista and Kadriu, 2020). As shown in Table 8, this
task is evaluated in terms of corpus and models.
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Resource Size 40% Quality 30% License 30%
Nº hours 60% Nº speakers 40% Low 20%

Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%Corpus 70%

Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 8: LT tasks: speech recognition. Note that speech recognition is worth 20% of the LT
tasks category.

The approximate guidelines to assess these resources are the following:

• Corpus:
– Size:

* Nº of hours:
· Small: < 500 hours
· Medium: 500 - 2k hours
· Large: > 2k hours

* Nº of speakers:
· Small: < 200 speakers
· Medium: 200 - 5k speakers
· Large: >5k speakers

– Quality:

* Low: automatically aligned corpus

* Medium: automatically aligned corpus with a quality filter

* High: manually transcribed corpus

• Model:
– Quality: model quality is often evaluated using theWERmetric (Word Error Rate)

* Low: > 20%WER score

* Medium: 20% - 10%WER score

* High: < 10%WER score

4.2.3. Machine translation

Machine translation (MT) can be defined as the use of computerized systems to transform a
text written in a source language into a text written in a target language, generating a trans-
lation (Forcada, 2020). In this BLARK, a key element for the evaluation of the development
of MT systems is the number of languages that can be translated to and from (i.e. translation
pairs). Given that many minoritized languages have hardly developed a few language pairs
with sufficient quality using neural machine translation systems (NMT), only a maximum of
4 language pairs are evaluated per language. Each language pair will have the same weight.
As shown in Table 9, for each translation pair, this task is evaluated in terms of the available
corpora and models.
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Language pair Resource Size 40% Quality 30% License 30%

For a maximum of 4 pairs
(=25% each)

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 9: LT tasks: machine translation. Note that machine translation is worth 20% of the LT
tasks category.

The approximate guidelines to assess these resources are the following:

• Corpus:
– Size:

* Small: < 2M parallel sentences

* Medium: 2M - 10M parallel sentences

* Large: > 10M parallel sentences
– Quality: the most common criteria to evaluate corpus quality will be font origin
and sentence alignment. The font is important because texts crawled from the in-
ternet, especially from unknown pages, are linguistically poor or even machine
translated, and have many basic mistakes. Sentence alignment is a crucial pre-
processing step. Usually, automatic alignments without any kind of revision gen-
erate parallel corpora with empty lines and misalignments whose detection and
correction are not trivial.

* Low: unknown font, crawled from unknown or not curated internet pages,
automatically aligned with no revision/cleaning.

* Medium: human translations, automatically aligned with revision/cleaning.

* High: aligned human (professional) translations (e.g. translation memories)

• Model:
– Quality: model quality is often evaluated using the BLEU metric (Bilingual Evalu-
ation Understudy) (Papineni et al., 2002).

* Low: < 30 BLEU score

* Medium: 30 - 70 BLEU score

* High: > 70 BLEU score

Machine translation has been a difficult task to evaluate, because, being the most socially
widespread LT, there exist many online commercial translation services (e.g. Google Trans-
late, DeepL, Yandex, etc.) that include a varying degree of minority languages. However, as
these services are private, it is difficult to evaluate them, and are not directly contributing
with resources that can be used by the LT community. For these reasons, they have not been
included in this BLARK, although their positive impact on digital equality for minoritized
languages is undeniable. In connection with the foregoing, it is also true that there exist
multilingual models that integrate many minoritized languages (e.g. M2M (Fan et al., 2020)
and NLLB (Costa-jussà et al., 2022)). We encourage users to consider these types of models
when they have been fine-tuned for a particular language pair, resulting in a system with
sufficient quality.

FSTP Project Report 19

https://huggingface.co/facebook/m2m100_418M
https://huggingface.co/facebook/nllb-200-distilled-600M


FSTP Project: BLARK for minoritized languages in the era of deep learning

4.2.4. Other LT tasks

In this subsection we have integrated several tasks that are a central part of LTs but that are
also scarcely covered even by high-resource languages other than English (e.g. German or
Spanish). Their degree of development in a minoritized language will be positively valued,
but their absence will not have such a negative impact on the final BLRAK scoring. These
tasks are: grammatical error correction (4.2.4.1), summarization (4.2.4.2), sentiment anal-
ysis (4.2.4.3), fact-checking (4.2.4.4) and dialog systems (4.2.4.5). As in previous cases, the
assessed resources are corpora and model performance, although it has been difficult to es-
tablish quantitative ranges with respect to corpus sizes due to the variability within existing
resources. We have decided to establish a general guideline in this respect, that applies to
all the corpora for the LT tasks described below. To avoid repetition, we will not include
these size guidelines for each of the corpora covered in this subsection. General corpora size
guidelines:

• Small: the available data is not enough data to fine-tune an existing model with suffi-
cient quality

• Medium: there is enough data to fine-tune an existing model obtaining relatively good
results

• Large: there is enough data to train a model from scratch.

4.2.4.1. Grammatical error correction

Grammatical error correction (GEC) is the task of automatically detecting and correcting er-
rors in text. These errors can be orthographic, grammatical, semantic, or related to style or
tone (Bryant et al., 2022). The biggest difficulty to train good grammatical error correction
models is the absence of big-enough high-quality data, even for English. As shown in Table
10, this task is evaluated in terms of corpus and models.

Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 10: LT tasks/Other LT tasks: grammatical error correction. Note that grammatical error
correction is worth 20% of the Other LT tasks subcategory.

The approximate guidelines to assess these resources are the following (note that corpus
size guideless are described in Section 4.2.4):

• Corpus:
– Quality: the quality of the corpus is often evaluated depending on annotation con-
sistency and the diversity of errors that it contains.

* Low: the corpus does not have a wide variety of annotated errors. For ex-
ample, it only has orthographic errors but does not consider other types (e.g.
semantic, grammatical, etc.).
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* Medium: the corpus covers all basic errors (spelling, grammar, etc.)

* High: the corpus has a huge variety of annotated errors. It does not only covers
basic mistakes (spelling, grammar), but also semantic, and style and tone.

• Model:
– Quality: model quality is often evaluated using the GLEUmetric (Generalized Lan-
guage Understanding Evaluation) (Napoles et al., 2016)

* Low: < 0.5 GLEU score

* Medium: 0.5 - 0.8 GLEU score

* High: > 0.8 GLEU score

4.2.4.2. Summarization

Text summarization is the method “to reduce the source text into a compact variant, pre-
serving its knowledge and actual meaning” (Mridha et al., 2021, 1). Automatic text summa-
rization is an LT task that can be divided into two main classes depending on how the task is
tackled: extractive and abstractive. Extractive text summarization is the most used and the
most reliable strategy these days. It takes sentences from the original input text to make the
summary, so, as the model does not generate new data to make the summary, correctness
is assured linguistically-wise and content-wise. Abstractive summarization class generates
new data to make the summary, being riskier, but also, the summary generated tends to
be more fluent than the one generated using extractive summarization. To keep the basic
nature of this BLARK, we will not distinguish between these two main strategies by giving
themdifferentweights, and instead, encourage users to complete the BLARKwithwhichever
system they deem appropriate. As shown in Table 11, this task is evaluated with respect to
corpora and models. Nonetheless, some differences apply with respect to the corpus. The
two summarization strategies need parallel corpora containing the original text and its sum-
marization. Yet, extractive training data needs to be labeled in the summarization part to
be able to recognize the important information in each summary, whereas the abstractive
class only needs large amounts of parallel data without any type of labeling. Model quality
is evaluated following the same criteria regardless of the type of strategy.

Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 11: Summarization table evaluated according to corpora and models. LT tasks/Other
LT tasks: summarization. Note that summarization is worth 20% of the Other LT
tasks subcategory.

The approximate guidelines to assess these resources are the following (note that corpus
size guideless are described in Section 4.2.4):

• Corpus:
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– Extractive corpus quality: corpus quality is often evaluated by how it was la-
beled.

* Low: sentences automatically labeled without revision, covering a small vari-
ety of features.

* Medium: sentences automatically labeled but revised, covering a medium va-
riety of features.

* High: sentences manually labeled, covering a large variety of features.
– Abstractive corpus quality: corpus quality is often evaluated by how the sum-
mary was created.

* Low: automatically generated without human revision.

* Medium: automatically generated but manually revised.

* High: manually generated summaries.

• Model:
– Model quality: model quality is often evaluated using the ROUGE F1 score (Recall-
Oriented Understudy for Gisting Evaluation) (Lin, 2004).

* Small: < 0.2 ROUGE F1 score

* Medium: 0.2 < 0.4 ROUGE F1 score

* High: > 0.4 ROUGE F1 score

4.2.4.3. Sentiment Analysis

Sentiment analysis is the task of determining the polarity of a given text, identifying and
tagging data according to a positive, negative or neutral sentiment (Umar et al., 2018). There
are several possible sentiment analysis tasks (e.g. document level classification, sentence
level classification, aspect-based sentiment analysis, etc.), although this BLARK only covers a
general view of sentiment analysis. As shown in Table 12, this task is evaluated with respect
to corpora and models.

Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 12: LT tasks/Other LT tasks: sentiment analysis. Note that sentiment analysis is worth
20% of the Other LT tasks subcategory.

The approximate guidelines to assess these resources are the following (note that corpus
size guideless are described in Section 4.2.4):

• Corpus:
– Quality: corpus quality is often evaluated by the availability of tags (amount and
quality) in different domains.
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* Low: a small variety of unique entities tagged and a small number of tokens
significantly different in a few domains.

* Medium: a medium variety of unique tagged entities in different domains

* High: a large amount of unique entities tagged in many different domains

• Model:
– Quality: although the best metric to measure model quality can vary depending
on the task (e.g. precision, recall, F1, or accuracy), we take accuracy as a good
indicator of model performance.

* Small: < 50% accuracy

* Medium: 50% < 80

* High: > 80% accuracy

4.2.4.4. Fact checking

Fact-checking is the task of “assessing whether claims made in written or spoken language
are true” (Guo et al., 2022, 179). One of the main difficulties to train good fact-checking
models is the absence of rich annotated corpora in different domains (Hanselowski et al.,
2019). This is already quite challenging for high-resource languages and is aggravated in
low-resource scenarios. As shown in Table 13, this task is evaluated in terms of corpus and
models.

Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 13: LT tasks/Other LT tasks: fact checking. Note that fact checking is worth 20% of the
Other LT tasks subcategory.

The approximate guidelines to assess these resources are the following (note that corpus
size guideless are described in Section 4.2.4):

• Corpus:
– Quality: corpus quality can be evaluated by the variety of labels, fake news and
domains

* Low: there is not a wide variety of labeled data in basic domains.

* Medium: there is a wide variety of labeled data in several domains.

* High: there is a large variety of labeled data claims in many domains.

• Model:
– Quality: although there are several possible metrics to evaluate model perfor-
mance (e.g. precision, recall or F1), we provide some guidelines using F1:

* Low: < 50% F1
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* Medium: 50% - 80% F1

* High: > 80% F1

4.2.4.5. Dialog systems

Dialog systems integrate a variety of subtasks (e.g. natural language understanding, clas-
sification, dialog management, etc.) depending on the architecture of the system and the
system’s goal, making it difficult to evaluate its development using the same criteria as for
the rest of the tasks while keeping the BLARK as simple as possible. After much analysis, it
was divided into two broad categories: usability and corpora, as shown in Table 14.

Type Can you interact
in your own language with… Answers

Usability 30%

Mobile assistants 14,3%
LLM-based general chatbots and Q&A systems 14,3%
Smart speakers 14,3%
Public administration dialog systems 14,3%
Frequent e-commerce dialog systems 14,3%
Health applications dialog systems 14,3%
Other task-oriented dialog systems 14,3%

Barely 20%
Partially 60%
Mostly 100%

Corpora 70% Corpora size 20% Corpora Quality 50% License 30%

Corpora for domain
specific dialog systems
40%

Small: 20%
Medium: 60%
Large: 100%

Annotations
50%

Number
of domains
50%

Closed 15%
Restricted 30%
Open 100%

Low 20%
Medium 60%
High 100%

Few
domains 20%
Some
domains 60%
Many
domains 100%

Corpora size 40% Corpora Quality 30% License 30%
Corpora for general
generative dialog systems
60%

Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Table 14: LT tasks/Other LT tasks: dialog systems. Note that systems isworth 20%of theOther
LT tasks subcategory.

Usability refers to the availability of dialog system tools (e.g. conversational assistants,
chatbots, etc.) for a particular language. These tools are now completely integrated into
people’s daily lives, but speakers of minoritized languages cannot often use them in their
own language. As shown in Table 14, the usability category contains a list of these services,
common whose implementation for minoritized languages is evaluated using three levels:

• Usability:
– Barely: this tool exists in my language, but in very specific situations and cannot
be normally used.

– Partially: this tool exists in my language and can be normally used, but there is
not a variety of different options.
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– Mostly: this tool exists in my language and there are a wide variety of different
options.

Dialog systems can be divided into twomain categories: domain-specific, which entails mod-
els trained for a very specific task or problem (e.g. movie ticket booking), and open domain,
which entail models that can interact with the userwithout any domain restrictions (Ni et al.,
2022). Depending on the category, the required training corpus varies in size and require-
ments. For example, in domain-specific tasks, corpus quality is more important than corpus
size, and vice versa. This is because domain-specific tasks are limited to a narrower set of
interactions, making itmore important that the corpus has awide variety of labels to capture
detailed interaction types. Contrarily, open-domain dialog systems need enormous amounts
of corpora to incorporate many different domains and interaction types.
The approximate guidelines to assess these resources are the following (note that corpus

size guideless are described in Section 4.2.4):

• Domain-specific corpus:
– Quality annotations: corpus quality is often evaluated with respect to its annota-
tions (e.g. entities, slots, intents or dialog acts) and number of domains.

* Low: covers basic features (e.g. entities or intents) but not others (e.g. slots or
dialog acts).

* Medium: covers all the important information necessary to train medium di-
alog systems, including different intents, slots, entities and dialog acts.

* High: covers all the important information necessary to train good domain
specific dialog systems, it can be used to train basic task-oriented systems and
also more specific and assorted ones.

– Quality nº of domains: nº of domains and subdomains for which there are avail-
able corpora:

* Few domains: <10

* Some domains: 10-20

* Many domains: > 20

• Open-domain corpus:
– Quality: corpus qualitywill be evaluatedwith respecto to the font and the cleaning
process.

* Low: unknown font, not revised nor cleaned.

* Medium: labeled font automatically revised and cleaned.

* High: corpus manually revised and cleaned.

4.2.5. Benchmarking

This last subsection covers, in a very general way, the importance of having sufficient evalu-
ationmaterials to analyze the quality of the different LT systems developed for each of the LT
tasks. Even though this is not an LT task per se, but rather, a subtask, being able to evaluate
the quality of a system, and compare it with other similar systems, is essential. There are
many low-resource languages that do not have gold-standard datasets to evaluate specific
tasks or are not included in multilingual benchmarks that allow researchers to compare the
results of the systems with other languages. Some examples of these type of resources could
be FLORES (Goyal et al., 2021) or TATOEBA (Tiedemann, 2020) for machine translation or the
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natural language understanding benchmark SuperGLUE (Wang et al., 2019), among many
others. To evaluate this last section, the user will have to answer two different questions
(shown in table 15). The first question covers widely used evaluating resources that facil-
itate comparisons between languages. The second question refers to evaluating resources
that were developed individually for the language, and that allow to evaluate the quality of
LT systems but not to directly compare them with other languages. As with the previous
categories, not answering implies a total lack of evaluation resources.

Benchmarking 10%
Taking into account the LT tasks mentioned above…
Resource Question Answer
Widely used
evaluation resources 60%

Is your language present in mainstream
benchmarks or evaluation resources/datasets?

Barely 20%
Partially 60%
Mostly 100%Evaluation materials

of its own 40%
Does your language
have sufficient evaluating resources of its own?

Table 15: LT tasks: benchmarking. Note that benchmarking is worth 10% of the LT tasks
category.

1. Is your language present inmainstreambenchmarks orwidely used and standard-
ized evaluation resources/datasets?

• Barely: the language is present for one or two specific tasks.
• Partially: the language is present for some tasks but not for others.
• Mostly: the language is present for all the previously mentioned LT tasks in this
BLARK.

2. Does your language have sufficient evaluating resources of its own?
• Barely: the language has evaluating resources for some basic LT tasks (e.g. ma-
chine translation, speech synthesis, or speech recognition) but not for most.

• Partially: the language has evaluating resources for the basic LT tasks in different
domains and also in some non-basic tasks (e.g. sentiment analysis or grammatical
error correction).

• Mostly: the language has sufficient evaluating resources for all the tasks men-
tioned in this BLARK.

5. GL-BLARK
In order to test the suitability of this BLARK proposal, we have piloted it using our knowledge
about the situation of Galician. The detailed results for the Galician BLARKmatrices (i.e. GL-
BLARK) can be found in Appendix B.
In this BLARK, Galician has obtained a final score of 54,03% out of 100%. It has achieved

a 62,29% in cross-cutting resources (i.e. 24,91% out of the 40% it contributes to the final
BLARK), and a 48,54% in LT tasks (i.e. 29,12%out of the 60% it contributes to the final BLARK).
Thus, according to this BLARK for minoritized languages, Galician is in a medium-low state
of development. The first thing to notice from the scores obtained in these two general cat-
egories is that the degree of development of cross-cutting resources is better than that of LT
tasks. This draws the picture of an underdeveloped language that is in much need of public
support and private interest to provide its speakers with sufficient LTs of reasonable qual-
ity. However, in part thanks to the efforts put by the Nós Project, as well as other research
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groups in the area of LTs, it is at a starting point fromwhich there are interesting challenges
and possibilities to work towards digital language equality. Let us take a closer look at the
two broad categories of the BLARK and its subcategories.
With respect to cross-cutting resources, the degree of development of NLP tools is remark-

able. One of the reasons for this positive development is that Galician is included inmultilin-
gual tools such as Freeling or Linguakit. In spite of the fact that the subcategories of lexical
resources and corpora achieve a medium level of development, it should be noted that some
of the most insteresting and useful resources are not fully open or can only be consulted via
web queries (e.g. CORGA), or are of low quality (e.g. SLI GalWeb). Therefore, it would be a
very significant step forward if all these resources were made openly available for their use
by research initiatives and companies. In general, it would be necessary to invest in the cre-
ation of high-quality and varied corpora. Finally, regarding language models, Galician has
severalmonolingual autoencodermodels such as Bertinho (Calvo et al., 2021) and three BERT
models (small, base and large), which is very significant plus point for a low resource lan-
guage. Yet, the presence of Galician in multilingual models, both autoencoder (mBERT) and
autoregressive (GPT) is very low. In general, more efforts are needed for the development of
state-of-the-art language models, something which goes hand in hand with the availability
of public corpora. These are areas where the Nós project is paying special attention, and for
which new resources and models will soon be published in the corresponding repositories
(see the Nós project GitHub, Zenodo, and HuggingFace pages).
With respect to LT tasks, the paradigm shift in speech technologies over the last year thanks

to the Nós project is specially remarkable. In this short period of time, intensive work has
been carried out on the collection of speech data. One of the major problematic issues noted
by Sánchez and Mateo (2022), was that in Galician there was a greater development of text
resources than speech ones. Nowadays, speech synthesis is, without any doubt, the most
developed technology for Galician, while speech recognition seems to follow a parallel trend.
The same occurs with respect to machine translation, a task in which until a few weeks ago
when the Nós project launched the English-Galician and Spanish-Galician models, Galician
was only present in multilingual models such as M2M or NLLB. However, in spite of the
foregoing, there is a clear need for quality parallel corpora in these and other language pairs.
On the other hand, the development of Galician in Other LT tasks (i.e. GEC, summarization,
sentiment analysis, fact checking, and dialog systems) is almost non-existent. In some of
them there is a small amount of corpus that would not even be sufficient to train amodel (e.g.
GEC and dialogue systems), while, to the best of our knowledge, there are no specific models
to perform any of them. The case of dialogue systems is noteworthy. At a time when these
tools are present in everyday life, there are practically no systems with which people can
interact in Galician. With the exception of a limited number of public administration apps,
there are no applications for individual use such as mobile applications or smart speakers.
Finally, it is also important to highlight the poor results obtained in benchmarking. Galician
is not included in standardized evaluation resources except some datasets as FLORES (Goyal
et al., 2021) or TATOEBA (Tiedemann, 2020), nor has sufficient evaluation datasets of its own.
Benchmarking is a fundamental tool to be able to evaluate the tasks’ performance, hence it
is crucial that there is more research in this area.
To the best of our knowledge, the scores obtained in the BLARK reflect the current degree

of development of Galician quitewell, also proving the BLARK’s ability to capture LT develop-
ment for a paradigmatic example of aminoritized language in Europe. Putting our BLARK to
the test with Galician highlighted some of the problems and difficulties that, as we had fore-
seen, BLARK users can encounter. The most salient of these is the problem of approximating
the values when there are multiple resources in one category, particularly when these re-
sources have opposite characteristics. For instance, there are several available corpora for
speech recognition, and they differ radically in the number of hours recorded, their qual-
ity and their license, such that the bigger corpus is not open yet (although it will be soon),
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while the smaller one is already open. The strategy in this case has been to categorize the
resources ”medium”, although it is not ideal, since it does not reflect the real situation with
total fidelity. In any case, as already mentioned, this BLARK was not designed as a resource
catalog or a detailed report on the state of the art of a language, as there already exist very
good tools and reports that fulfill these purposes.

6. Conclusions and Limitations
Throughout this project, we have carried out an intense research work that has allowed
us to analyze and categorize the basic resources, tools and tasks in different LT areas. We
are aware of the fact that this is an initial proposal that will need constant revision and
updating over time, especially after the speed at which LTs have been evolving in the past
couple of years. Nonetheless, we hope to have provided minority languages with a tool to
help determine their starting point, identify which key areas would need to be developed in
order to cover the basic LTs, define areas of potential growth, and help funding bodies spot
investment needs.
Despite the fact that we have considered different minority languages in our analyses, we

are aware of the fact that the design of this BLARK is influenced by our knowledge and pre-
conceptions about Galician and its gaps. Therefore, this tool needs to be tested in different
contexts and languages in order to be validated. To achieve this, we hope to release a digital
version of the BLARK with the support of ELE, such that different actors from research and
industry can use it and provide us with feedback on possible improvements, errors, defi-
ciencies, or inconsistencies. At the moment, we have been working on the development of a
web-based BLARK with the intention of making this resource available and easy to use. We
hope to release it in June 2023, upon having received the relevant feedback. On this website,
any registered user will be able to fill in a BLARK for any language in the form of a user-
friendly questionnaire that would list all the sections. Once the form has been filled in, the
BLARK table can be downloaded, including the indicators of the degree of development for
each category and subcategory. This way, the BLARK also becomes a tool of potential inter-
est to survey the degree of development of European minoritized languages, and serve as a
companion to the ELG Catalogue and the ELE language reports, as well as projects like the
Digital Language Diversity Project DLDP. This project aims to preserve European linguistic
diversity and has launched tools such as the Digital Language Equality Survival Kit, which
allows speakers to assess the state of vitality of their language and learn about the kind of
concrete actions and initiatives that can improve this level of vitality (Berger et al., 2018).
We have tried to bring the perspectives of academia and industry into the BLARK, although

the ability to do this was limited by the higher goal of developing a BLARK matrix that can
be completed in a timely manner. This entailed simplifying some aspects that we know are
far from simple, but that conversely resulted in a BLARK that is general and flexible enough
to adapt to new realities. One of the novelties that we find most appealing is the importance
given to resource licensing, which is a key factor to advance research, but mostly, to pro-
vide industry with basic resources on top of which they can create end-user products. One
aspect which could not be integrated into the BLARK, where industry and research differ,
has to do with quality demands. Quality criteria for industry transferability are higher than
those observed in research. Onmany occasions, resources that apparently have an optimum
quality are not valid to be used in end-user products. Transferability is an important dimen-
sion to assess how LT advancements can be translated into real tools for minority language
speakers.
Finally, we should insist that this BLARK was specifically designed to assess the degree

of development of under-resourced languages. This is both an asset and a liability of the
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proposal. It is an asset because minoritized languages are possibly the ones that need these
type of evaluation tools the most, and that would benefit from being analyzed using criteria
that are specifically geared. However, it is also a liability, as it is not the best tool to evaluate
medium or high-resource languages, or compare different languages at different stages of
development. In the future, it would be interesting to launch a large-scale BLARK that can
be used for any type of language, regardless of its development in this area.
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A. Appendix: The BLARK

BLARK
MATRIX

100%

Cross-cutting resources 40%
Corpora 70%
NLP tools 10%
Lexical Resources 10%
Language Models 10%

LT tasks 60%

Speech Synthesis 20%
Speech Recognition 20%
Machine Translation 20%
Other LT Tasks 30%
Benchmarking 10%

Cross-cutting resources: corpora 70%
Resource Size 30% Quality 40% License 30%

Annotated corpora 20%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Size 40% Quality 30% License 30%

Reference corpus 30%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Macro corpus 50%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Cross-cutting resources: lexical resources 10%
Resource Size 70% License 30%

Dictionaries 50%
Small 20%
Medium 60%
Large 100%

Closed 15%
Restricted 30%
Open 100%

Size 30% Quality 40% License 30%

Annotated lexicons 50%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Cross-cutting resources: NLP tools 10%
Resource Existence 70% License 30%
POS tagging 20% Tokenization 5%
Parsing 20% Lemmatization

/word segmentation 5%
NERC 20% Word sense

disambiguation 5%
Language
identification 20%

Coreference
resolution 5%

Yes/No 100%
Closed 15%
Research 30%
Open 100%
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Cross-cutting resources: language models 10%
Resource Size 70% License 30%

Embeddings 10% Vocabulary size 50% Training corpus 50%
Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Closed 15%
Research 30%
Open 100%

Nº Parameters 40% Training corpus 60%

Autoencoder
(monolingual) 30%

Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Closed 15%
Research 30%
Open 100%

Autoregressive ´
(monolingual) 30%

Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Closed 15%
Research 30%
Open 100%

Nº Parameters 40% % of the language
in training data 60%

Autoencoder
(multilingual) 15%

Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Research 30%
Open 100%

Autoregressive
(multilingual) 15%

Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Research 30%
Open 100%

LT tasks: speech synthesis 20%
Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

LT tasks: speech recognition 20%
Resource Size 40% Quality 30% License 30%

Nº hours 60% Nº speakers 40% Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%Corpus 70%

Small 20%
Medium 60%
Large 100%

Small 20%
Medium 60%
Large 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%
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LT tasks: machine translation 20%
Language pair Resource Size 40% Quality 30% License 30%

For a maximum of 4 pairs
(=25% each)

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Other LT tasks: Grammatical Error Correction 20%
Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Other LT tasks: summarization 20%
Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Other LT tasks: sentiment analysis 20%
Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%
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Other LT tasks: fact checking 20%
Resource Size 40% Quality 30% License 30%

Corpus 70%
Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Model 30% Quality 70% License 30%
Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Other LT tasks: dialog systems 20%

Type Can you interact
in your own language with… Answers

Usability 30%

Mobile assistants 14,3%
LLM-based general chatbots and Q&A systems 14,3%
Smart speakers 14,3%
Public administration dialog systems 14,3%
Frequent e-commerce dialog systems 14,3%
Health applications dialog systems 14,3%
Other task-oriented dialog systems 14,3%

Barely 20%
Partially 60%
Mostly 100%

Corpora 70% Corpora size 20% Corpora Quality 50% License 30%

Corpora for domain
specific dialog systems
40%

Small: 20%
Medium: 60%
Large: 100%

Annotations
50%

Number
of domains
50%

Closed 15%
Restricted 30%
Open 100%

Low 20%
Medium 60%
High 100%

Few
domains 20%
Some
domains 60%
Many
domains 100%

Corpora size 40% Corpora Quality 30% License 30%
Corpora for general
generative dialog systems
60%

Small 20%
Medium 60%
Large 100%

Low 20%
Medium 60%
High 100%

Closed 15%
Restricted 30%
Open 100%

Benchmarking 10%
Taking into account the LT tasks mentioned above…
Resource Question Answer
Widely used
evaluation resources 60%

Is your language present in mainstream
benchmarks or evaluation resources/datasets?

Barely 20%
Partially 60%
Mostly 100%Evaluation materials

of its own 40%
Does your language
have sufficient evaluating resources of its own?
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B. Appendix: The BLARK for Galician (GL-BLARK)

Corpora 40,28%/70%
NLP tools 9%/10%
Lexical resources 7,15%/10%Cross-cutting resources 24,91%/40%

Language models 5,86%/10%
Speech synthesis 20%/20%
Speech recognition 16,08%/20%
Machine translation 8,32%/20%

Other LT tasks 2,14%/30%

GL-BLARK
54,03% /100%

LT tasks 29,12%/60%

Benchmarking 2%/10%

Cross-cutting resources: corpora 40,28%/70%
Resource Size Quality License
Annotated corpora 13,6%/20% High 30% Low 8% Open 30%

Size Quality License
Reference corpus 13,95%/30% Medium 24% Medium 18% Closed 4,5%
Macro corpus 30%/50% Medium 24% Low 6% Open 30%

Cross-cutting resources: lexical resources 7,15%/10%
Resource Size License
Dictionaries 37,25%/50% Large 70% Closed 4,5%

Size Quality License
Annotated lexicons 34%/50% Large 30% Low 8% Open 30%

Cross-cutting resources: NLP tools 9%/10%
Existent Resource License
POS tagging 20%/20%

Open 30%
Parsing 20%/20%
NERC 20%/20%
Language identification 20%/20%
Tokenization 5%/5%
Lemmatization/word segmentation 5%/5%
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Cross-cutting resources: language models 5,86%/10%
Resource Size License

Embeddings 5,8%/10%
Vocabulary
size

Training
corpus

Medium 30% Small 10% Open 30%
Nº Parameters Training corpus

Autoencoder
(monolingual) 35,52%/40% Medium 24% Large 60% Open 30%

Autoregressive (monolingual) 0%/20%

Nº Parameters % of the language
in training data License

Autoencoder
(multilingual) 13,28%/20% Large 40% Small 12% Open 30%

Autoregressive
(multilingual) 4,09%/10% Large 40% Small 12% Closed 4,5%

LT tasks: speech synthesis 20%/20%
Resource Size Quality License
Corpus 70%/70% Large 40% High 30% Open 30%

Model 30%/30% Quality License
High 70% Open 30%

LT tasks: speech recognition 16,08%/20%
Resource Size Quality License
Corpus 50,4%/70% Medium 24% Medium 18% Open 30%

Model 30%/30% Quality License
High 70% Open 30%

LT tasks: machine translation PAIR 1: ES-GL 20,8%/100%
Resource Size Quality License
Corpus 61,60%/70% Large 40% Medium 18% Open 30%

Model 21,60%/30% Quality License
Medium 42% Open 30%

LT tasks: machine translation PAIR 1: EN-GL 20,8%/100%
Resource Size Quality License
Corpus 61,60%/70% Large 40% Medium 18% Open 30%

Model 21,60%/30% Quality License
Medium 42% Open 30%

LT tasks: machine translation global result 8,32%/20%
ES-GL EN-GL TOTAL
20,8% 20,8% 41,6%
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Other LT tasks: Grammatical Error Correction 2,59%/20%
Resource Size Quality License
Corpus 12,95%/70% Small 8% Low 6% Close 4,5%
Model 0%/30%

Other LT tasks: summarization 0%/20%
Corpus 0%/70%
Model 0%/30% 0%

Other LT tasks: Sentiment Analysis 0%/20%
Corpus 0%/70%
Model 0%/30% 0%

Other LT tasks: Fact Checking 0%/20%
Corpus 0%/70%
Model 0%/30% 0%

Other LT tasks: Dialog systems 4,55%/20%

Type Can you interact in your
own language with…

Usability 4,29%/30%

Mobile assistants 0%/14,3%

LLM-based general chatbots
and Q&A systems 2,86%/14,3%

Smart speakers 0%/14,3%

Public administration
dialog systems 2,86%/14,3%

Frequent e-commerce
dialog systems 2,86%/14,3%

Health applications
dialog systems 2,86%/14,3%

Other task-oriented
dialog systems 2,86%/14,3%

Corpus 18,48%/70%
Corpora for domain specific dialog systems 0%/40%

Corpora size Corpora Quality License
Corpora for general
generative
dialog systems 26,4%/60%

Small 8% Low 6% Open 30%
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LT tasks: Other LT tasks 2,14%/30%
TASKS RESULTS
GEC 2,59%/20%
Summarization 0%/20%
Sentiment Analysis 0% /20%
Fact Checking 0%/20%
Dialog Systems 4,55%/20%

LT tasks: Benchmarking/quality evaluation 2%/10%
Taking into account the LT tasks mentioned above…
Resource Question Answer
Widely used
evaluation resources 12%/60%

Is your language present
in mainstream benchmarking datasets? Barely

Evaluation
materials of its own 8%/40%

Does your language have evaluating resources of its own?
(gold-standards, adversarial datasets, etc.) Barely
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