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Abstract
As virtual assistants and smart home devices become increasingly common in our daily lives,
speech recognition systems are also becoming more prevalent. Unfortunately, there is cur-
rently a lack of comprehensive datasets for EU languages in the field of speech technology.
However, data augmentation techniques can play a vital role in creating an extensive and
diverse dataset.
To contribute to the ELE strategic agenda, in this work we create a guideline for building

an extensive speech dataset with transcriptions of languages spoken in Spain through au-
dio data augmentation (ADA) techniques. By incorporating ADA techniques such as noisy
backgrounds, time masking, and speed variation, we aim to expand a standard dataset into
a much larger speech dataset, by a factor of at least 20. This approach provides a better
representation of various speech and sound types, as it simulates real-life environments.

1 Introduction
Speech recognition technology enables us to transcribe spoken audio into text, eliminating
the need for manual writing on a device. With this technology, users can dictate emails, re-
spond to textmessages, transcribe documents, and control smart home devices, among other
things. This technology is useful in various fields. For instance, in the healthcare industry,
it can assist individuals with physical difficulties in writing. It can also be used in tasks that
require transcribing a recorded conversation to perform text analysis, such as speeches.
To successfully implement this technology, a substantial amount of speech data and the

corresponding transcriptions are necessary formodel training. However, a recent ELE report
Consortium, 2022 reveals that English has the highest level of technological support, followed
byGerman, Spanish, and French, with less thanhalf the level of support compared to English.
There is limited or potentially no support for other languages or dialects spoken in Euro-

pean Union (EU) countries. Furthermore, existing datasets suffer from limited representa-
tion in terms of gender, age range, or foreign accents, and they do not account for real-world
scenarios like backgroundnoise. Training speech recognitionmodels requires numerous au-
dio segments along with their corresponding transcriptions, which is a challenging task that
requires many hours of recording individuals. Therefore, it is crucial to collect more diverse
and comprehensive datasets to improve the accuracy and inclusiveness of the technology for
a broader user base. In this work, we provide a guideline for building a speech dataset with
transcriptions using data augmentation (DA) techniques. It means that for a given small
dataset, we can add several types of real noises such as streets, stadiums, screaming chil-
dren, and subways, among others. Moreover, we can vary the audio by altering the speed or
adding some distortions in the speech. With these changes and considering diverse types of
speech (gender and age) it is possible to increase the initial dataset.
This approach could be extended to any language spoken in the EU, but we focus our atten-

tion on Spanish languages. In particular, Euskera, Catalan, Galician, and Asturian languages.
To achieve this, we enlist individuals to record several texts in their native language (com-
pensating them accordingly). Figure 1 shows one instance of our approach.
This report outlines first an overview of ADA and the techniques that we used in section

4. Then, we apply a comprehensive methodology for implementing and extending a speech
project, followed by a real case study that demonstrates the methodology’s effectiveness in
transforming a limited number of audio files into several variations.
Through this report, we hope to encourage the speech technology community to generate

more and larger datasets in other EU languages. Moreover, this proposal is in direct linewith
the strategic agenda of ELE because it provides a large datasetwith speech transcriptions and
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Figure 1: Given a text in a specific language (in this case Catalan), we reach out to fluent
speakers and ask them to record. This recording is then processed using ADA tech-
niques to increase the size of our data set by at least 20 times.

simulates real audio environments.
This work has led us to share 63, 271 audio files of speech, each with its own transcription

and metadata. This is equivalent to 200 hours of speech without ADA. Additionally, we’ve
made the ADA source code available. While this dataset may not suffice for training a speech
recognition model, the guidance we offer will prove invaluable in developing more compre-
hensive speech projects on a larger scale.

2 Audio Data Augmentation (ADA)
In this section, we provide an overview of ADA and the techniques we used to carry out this
project.
ADA is a method used to increase the size of a dataset by creating new examples through

modifications of existing data. This technique is commonly used in machine learning and
computer vision tasks to enhance model performance by introducing variations in the input
data. In our context, ADA involves applying a series of transformations to expand an exist-
ing dataset. This process entails altering audio by introducing background noise, distortion,
speed changes, and other modifications. Figure 2 provides one example of ADA, where the
original audio file is altered by adding an airport noise and a time stretch transformation
(increase or decrease speech speed).
Generating a speech dataset is a demanding task as it requires human effort. Collecting a

large dataset with varied speech samples can be both time-consuming and expensive. ML
models rely on clean and high-quality audio files for various purposes, such as transcrip-
tions. In addition, having insufficient data can be a major challenge in building and improv-
ing models. ADA techniques can be particularly useful for audio files as they can help in
addressing the lack of data. By augmenting the existing dataset, we can generate a more ex-
tensive and diverse set of audio samples, which can improve the performance of themodels.
ADA can also help to reduce the economic and time costs of data collection, making it a more
feasible approach. Furthermore, augmenting the data can introduce diversity in the dataset,
which can lead to better model generalization and improved accuracy.
We experimentedwith different techniques (Ferreira-Paiva et al., 2021), such as pitch shift-

ing, room simulation, time masking, and various filtering methods. Finally, we selected
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Figure 2: The effect of ADAwhenwe apply an airport background noise (BN) and then speed
up (T) the original audio file.

four techniques that we believe are representative. We implement them using audiomenta-
tions1. Although there are several libraries available for ADA, the audiomentations library
stands out as a comprehensive tool with numerous techniques that are both user-friendly
and well-documented. It is straightforward to use and implement, with clear documenta-
tion and examples available to guide users through the process.
The parameters that we used for each technique are explained briefly below.

• Background Noise: It adds background noise from a set of audio files with different
types of noise (Salamon and Bello, 2017).
We use the following parameters:
1. The Signal-to-Noise Ratio (SNR) in decibels (dB), where lower values indicate that

the noise is being amplified. Since it is measured in dB, it can take both positive
and negative values.

2. Whether the Root Mean Square (RMS) of the added noise should be proportional
(relative) or independent (absolute) of the RMS of the input sound. In particular,
we set the parameter to relative.

To carry out this approach, it was necessary to obtain a set of background audio files.
For this task, we extracted several hours of each type of real environment sound as air-
port noise, crying babies, city noise, construction noise, rain, children, stadium noise,
subway noise, and traffic noise. Then, we generated new files from random segments
of these audios, between 3 and 14 seconds long. Despite acquiring a large number of
background audio segments, we decided to use 22 samples of each noise type to en-
sure an equal probability of selection for each. As a result, we utilized a total of 198
background noise files in our ADA process.

• GaussianNoise: it simulates certain ambient sounds like the humof an air conditioner
or the buzz of a television. This method involves introducing white noise to the audio
signal, which is generated from a normal distribution or Gaussian distribution (normal
distribution).
We use the following parameters:
1. The amplitude factor indicates the amount of added noise that can simulate any-

thing from a low-quality recording or low background noise to a recording in ex-
treme noise conditions or an audio signal with very high ambient noise.

1 https://github.com/iver56/audiomentations
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• Tanh Distortion: It emulates the distortions of the speech. The effect imitates speech
distortions by utilizing the hyperbolic tangent activation function on the input audio,
causing speech to become distorted.
We use the following parameters:
1. The distortion level determines the amount of harmonic distortion applied to the

signal. A higher value results in more significant distortion, while a lower value
will produce less distortion.

• Time Stretch: It increases or decreases the speed of an audio signal without changing
its pitch or intonation. The timing of the audio should change.
We use the following parameters:
1. The time factor determines the extent to which the time duration of an audio sig-

nal is stretched or compressed.

2.1 Tunning parameters
To avoid the audios becoming unintelligible after the data augmentation, we have examined
the performance of the transcriptions according to the parameter values and, based on the
results, we have determined the ranges that we will use with the audios to be processed.
For this purpose, we use Whisper (Radford et al., 2022) which is a state-of-the-art speech
recognition system from OpenAI.2
We used the Word Error Rate (WER) metric to evaluate transcription performance (Su

et al., 1992). It measures the percentage of incorrectly recognized words in the transcribed
text compared to the original spoken text. Word errors include the insertion, deletion, or
substitution of aword in the text generated by the recognition system. A lowerWER indicates
better accuracy and a higher level of speech recognition performance. It is computed as
follows:

WER =
(S +D + I)

N

Where S is the number of word substitutions, D is the number of word deletions, I is the
number ofword insertions, and N is the total number ofwords in the reference transcription.
We employed a collection of audio files for each language to adjust the parameters3. To

achieve this, we determined the WER metric using the transcriptions of the original audio
files and the transcriptions of the audio files after applying ADA with modified parameters.
In order to identify the acceptable range of parameter values that maintain speech intelligi-
bility, a tolerance parameter was established. The tolerance parameter was set to 0.33.
Figure 3 illustrates the evolution of WER as a function of the parameters utilized for each

technique, with three instances presented as examples. It helped us to ensure that the gener-
ated samples were of high quality and did not lead to significant performance degradation.
Table 1 shows the range of the parameter based on the previous evaluation:
It is important to highlight that while we obtained the range of parameters by analyzing

the Word Error Rate (WER) for each technique, the results could be influenced by the tran-
scription tool used (in this case, Whisper). The accuracy of any speech recognition system,
including Whisper, is affected by a variety of factors, such as the quality of the audio input
and the language of the transcription. It is crucial to consider this limitation when interpret-
ing the results and to evaluate the performance of these techniques using other transcription
tools and datasets to ensure their effectiveness and generalizability.
2 https://github.com/openai/whisper
3 We use the languages available in the Whisper model.
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Figure 3: Three examples of transcription performance versus transformation parameters.

ADA technique Parameter name Range
Background noise SNR (dB) 6.00 - 30.00
Gaussian noise amplitude 0.01 - 0.025
Tanh Distortion distortion level 0.00 - 0.70
Time stretch time factor 0.40 - 1.80

Table 1: Parameters used in each ADA technique.

For the ADA process, we have applied a background noise, followed by a transformation
that allows us to expand the original dataset many times. In our case, we increased the data
20 times.
The resulting audio files generated through the augmentation processmust be realistic and

representative of the original audio data. It is also possible to further increase the dataset
size by incorporating additional transformations. It is crucial to ensure that the resulting
audio files remain authentic and do not deviate significantly from the original audio data.

3 Methodology
Our proposed methodology aims to be applied in any language. For that reason, we first de-
scribe the workflow to generate the corpus using ADA. Then, in section 4, we explain how to
apply this methodology in a real project using a data augmentation project for the languages
of Spain. Our methodology is presented in 4.

Figure 4: Proposed methodology for carrying out a speech project with data augmentation.

As with any project, there is a planning phase to make crucial decisions useful for the
subsequent phases. To ensure effective planning, it is essential to make these decisions at
this stage rather than at a later phase. Among the most important decisions is the choice of
language (as it will impact data collection), participant recruitment, and the recording phase.
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It is necessary to determine the context of the data (such as text related to general news, social
media, health, politics, and other relevant topics), the length of text segments to be used in
recordings, the required number of participants, and their age range. It is also important to
define the audio format, backgroundnoise restrictions, and the setting for recording sessions
(e.g., in a studio or online). Lastly, it is necessary to define the ADA techniques.
For the data collection phase, the decisions made in the initial phase are implemented,

which involves extracting the required amount of text segments for each language within
the defined context. Also, if it is required, we normalize and prepare the text for the next
phase.
In the recording stage, participants do record the text segments that have been assigned in

their language. Proper follow-up and organization of the recording sessions are necessary to
ensure the accurate documentation of relevant information. Every captured audio requires
the storage of its file and duration, along with the accompanying text and demographic at-
tributes of the speaker, such as age range and gender. Additionally, we must record the
format of the recording, including sample rate, audio type, and duration. Organizing the
process carefully guarantees that all relevant data is precisely documented and readily ac-
cessible for future use. Upon completion of the recording stage, it would be advantageous
to have an automated process or human review that can verify the correctness of the audio
recordings and the existence of the files.
During the ADA, the techniques defined in the initial phase should be applied to increase

the diversity of the dataset and to avoid any patterns or predictability in the dataset. When
incorporating backgroundnoise, such as street sounds, stadiumnoise, or subway sounds, it is
advisable to divide it into smaller segments. In addition, it is important to carefully adjust the
parameters of the techniques to avoid creating indecipherable sounds that could negatively
affect the quality of the dataset. By randomly and systematically applying data augmentation
techniques and carefully fine-tuning the parameters, the dataset can be diversified and of
high quality.
To produce the desired output, a final file should be created containing the metadata of

each audio file. This metadatamust include the transcription, audio file name, speaker char-
acteristics, and audio details.
The proposed methodology is intended to simplify the implementation of new projects. In

the subsequent section, we offer a real project example to demonstrate that themethodology
is well-suited for such initiatives.

4 Applying ADA
The methodology presented in section 3 provides a comprehensive guide for obtaining an
extensive speech dataset with its transcriptions. In this section, we apply the methodology
in a real speech augmentation project for Spanish languages.
We have followed our proposed methodology’s sequence of steps, which consists of col-

lecting data, conducting recording sessions, and carrying out the augmentation.
For practical purposes, we use the termparticipants to refer to the individualswho record

the audio and coordinator to refer to the person who manages the recording process.
To beginwith, wemake several initial decisions that will be useful for each of the following

phases.
For the data collection phase:

• We agreed on using 4 languages: Euskera, Galician, Asturian, and Catalan.

• We extracted text from online news media such as a segment of text in Catalan: “Ac-
tualment tota la zona de conreu és edificada.”.
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• Text segments should last between 5 and 30 seconds such as, similar to Radford et al.
2022, given that there are people who speak faster or slower, and segments can vary in
length.

For the recording process4:

• Participants had to sign a consent form for the use of their voice (a draft is available in
Appendix 1).

• Participants had to read the instructions for the recording (Appendix 2).

• We expected to recruit at least 50 participants. We also considered the balance in each
age range (18-29, 30-49, and over 50) and gender.

• Recordings were conducted online.

• We requested the recordings in a noise-free environment, to be able to apply ADA. The
recordingswere in WAV, MP3 or MP4 format, with a sample rate of 8 kHz5, which it should
be achievable with most recording devices nowadays.

For the DA processing:

• We applied ADA techniques with the respective parameters shown in section 2. That
is, for each audio file, we applied one background noise (randomly) followed by one of
the three transformations (randomly).

4.1 Data collection
In this phase, we generated text segments for each selected language and participant. To
achieve this, we used the Selenium tool6, which allowed us to capture texts from different
websites. We then used a segmentation tool called Segmenter 7 to cut the text into segments.
In our case, we did not apply any data cleaning or normalization since the texts were taken

from news sites where the writing is generally quite good.
The complete process took around 5 days. It was challenging to find web pages in certain

languages.

4.2 Recordings
In this phase, it was necessary to search for participants who can record in the selected
languages. To achieve this, we posted advertisements in social organizations dedicated to
language preservation, as well as on job portals. We were able to recruit 55 participants: 32
females and 23males.
Before the recording process begins, it is essential that the participants have already signed

the consent form. Subsequently, they should receive detailed instructions and recommen-
dations on how to carry out the recordings (refer to Appendices 1 and 2 for guidance).
The coordinator is responsible for sending the text segments to participants for recording.

Additionally, the coordinator must register the gender, age range, and language of each par-
ticipant to include them in the metadata of each audio file. After recording the audio files,
4 We used an in-house tool for recording sessions. Nevertheless, this is not a requirement, and anyone can man-

ually reproduce this workflow
5 If higher quality is needed, we recommend keeping theWAV format and increasing the sampling rate to at least

22 kHz.
6 https://www.selenium.dev/documentation/
7 https://github.com/diasks2/pragmatic_segmenter
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participants send them all to the coordinator, ideally named with an identifier that enables
the coordinator to match them with the corresponding text segment. Figure 5 shows this
process.

Figure 5: Coordinator assigns text segments to each participant, based on their assigned lan-
guage. Participants complete the recordings and send audio files to the coordinator.

The entire process took about a month to complete and the results are shown in Table 2.

Language # audios hrs % female/male
Euskera 12,231 37.6 60.4% / 39.6%
Catalan 20,277 56.7 57.6% / 42.4%
Asturian 8,459 25.6 63.4% / 36.6%
Galician 22,304 62.5 47.1% / 42.9%
Total 63.271 182.5

Table 2: Final dataset

We could have made improvements such as adding a check process to validate that the
recordings were made correctly. For example, incorporating existing transcription tools in
these languages, such as Whisper (Radford et al., 2022) and comparing the original text with
the audio transcription.

4.3 Audio Data Augmentation processing
In this subsection, we applied ADA to the recorded audio files. In particular, we add one
random background noise to the audio. Then, we apply a random transformation (in our
case, we use one transformation, but we could use more than one). Finally, we get the trans-
formed audio and its new metadata file, which contains the original audio information and
the applied transformation information. Figure 6 shows this pipeline.

4.4 Output
When delivering a file as output, it is important to ensure that it is in a format that can be
easily understood and manipulated by machines. One such format that is commonly used
for this purpose is JSON (JavaScript Object Notation). It is lightweight, easy to parse (by ma-
chines), platform-independent, human-readable, and easy to generate. In many program-
ming languages, it is also useful for representing structured data.
Figure 7 shows an example of the metadata of one file (without applying ADA) and Figure

8 shows the metadata of one file after ADA. Delivering information in this particular format

FSTP Project Report 8
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Figure 6: Pipeline of ADA. We could use more than one transformation.

Figure 7: Metadata without applying ADA.

enables us to ensure its effortless parsing and manipulation by machines. As a result, inte-
gration with other software systems and automation of data processing tasks become more
convenient.
The dataset is available on Github8.

5 Discussion
In this section, we provide an overview of the key highlights and challenges encountered
during the development of our project. We also share some valuable suggestions to consider
if you plan to undertake a speech project that involves data augmentation.
We discovered several data augmentation techniques that could potentially enhance the

quality of our speech recognition model (Feng et al., 2021; Shorten et al., 2021). After careful

8 https://github.com/Pangeamt/ele2-ada
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Figure 8: Metadata after applying ADA.

consideration, we decided to use and adapt the audiomentations library, which offers a
range of customizable techniques, flexibility, ease of use, and clear documentation. We found
this to be a practical choice since it utilizes well-known libraries in the background such as
librosa9 for processing audio files.
While exploring other approaches, we also investigated the use of deep learning tech-

niques (Shorten and Khoshgoftaar, 2019), We considered that these methods were not nec-
essary for the current project but they could be explored in future studies to improve the
performance of the model potentially.
While we were able to record the necessary data, the process was not without its chal-

lenges. Here are some of the main challengeswe encountered during the recording process
and how we overcame them:

• Initially, we defined the age ranges as <18, 18-29, 30-59, and 60>. However, due to legal
restrictions, we had to exclude those under 18 from our study. Furthermore, we faced
a challenge in recruiting individuals over the age of 60 to participate in the recording.
This may be because older adults are often less familiar with technology and may not
have access to recording devices. As a result, we could only recruit 3 participants over
the age of 60, out of the 4 languages we were working with. To address this imbalance,
we reorganized our age ranges to 18-29, 30-49, and 50>. This allowed us to achieve a
more balanced and representative dataset.

• Despite advertising in various media channels to attract participants, we encountered
a challenge in finding participants who could record in some languages, as relatively
small communities speak these languages in Spain. Consequently, we had to expand
our language selection to increase our pool of available participants. For instance, we
planned to record in the Aranese and Aragonese languages, but we faced challenges
in finding participants and could find only two people in total. As a solution, we re-

9 https://librosa.org/
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placed these with the Euskera and Asturian languages, which helped us to attract more
participants.

• It was challenging to achieve an appropriate gender and age balance. In future projects,
it is crucial to recognize the significance of promoting diversity and gender equality
in the dataset, and we also consider this aspect as we continue to refine our research
approach.

Alongwith the positive aspects and challengeswe encountered, here are some suggestions
to consider for a future speech recording project that involves ADA.

• When creating background noise audio files, it is important to maintain a balance of
each type. For instance, if we decided to use 20 instances of street noise, the remaining
background noises should also be set to 20. It is advisable to have a significant variety
of each type of noise to prevent a speech recognition model from learning to recognize
the background noise during training.

• Programming skills are crucial during the project, as you need to operate and create
JSON files, collect and organize data for participants, edit data augmentation functions,
and perform other technical tasks. Therefore, it is essential to have programming ex-
pertise.

• Regarding the recording tool, it can be any device that is capable of recording audio
such as a phone, computer, or any other recording device. For our project, we used an
in-house tool that enables us to efficiently manage and organize the audio recordings
for participants. However, it is not a mandatory requirement to have a specialized tool
for carrying out the project.

• While the audio format can be a crucial factor in the recording process, it is advisable to
ensure that participants are capable of meeting the necessary format requirements if
it is deemed important. In our particular case, we do not consider it to be a mandatory
requirement. However, if the quality is a concern, it is recommended to use a high-
quality format, such as a sample rate of 16 kHz or higher, and a lossless audio file format
such as WAV.

• The versatility of the JSON file format makes it advantageous for data manipulation. In
the Python programming language, JSON files can be easily opened, filtered, searched,
and analyzed using graphical tools. Additionally, JSON files are useful for conduct-
ing data analysis. To facilitate this process, we recommend using the Pandas10 library
which allows for seamless manipulation of these files.

• Our project involved collecting 63, 271 voice recordings along with their transcriptions
and associated metadata.While this is a significant increase, it is still inadequate for
training a Machine Learning model. To ensure optimal performance, it is crucial to
have a diverse and varied dataset. This includes incorporating a wider range of back-
groundnoises andapplying additional augmentation techniques (and combining them).
By doing so, we canmitigate any potential biases or imbalances that Machine Learning
models are susceptible to.

• In our case, we were able to increase the size of our dataset by a factor of 20. Nonethe-
less, considering that we have 9 different background noises and 3 ADA techniques,
we could have achieved more. This implies that we have the potential to increase our
dataset size by a factor of 27. And also, if we were to incorporate additional ADA tech-
niques, we could potentially expand our dataset even further.

10 https://pandas.pydata.org/
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• Although we managed to acquire numerous voice recordings, we lacked the ability to
confirm whether each of the captured audios matched the original text precisely. Con-
sequently, it would be beneficial to include a quality assurance step after the record-
ings. For the same reason, some of the audios of the final dataset may not match com-
pletely with the associated text segment.

Despite the challenges we initially faced in understanding data augmentation techniques
and organizing our work plan, our team gained extensive knowledge through this project.
As a result, we have plans to continue exploring related projects at the company level.
Furthermore, we are continuously exploring new software to enhance audio augmenta-

tion capabilities. In particular, we are looking forward to seeing the potential of GPT-411, a
large multimodal model that we expect to be released in the future. While we have not had
the opportunity to test GPT-4 during this project, we are excited about its potential for data
augmentation. We think that it would add value to the project.

6 Summary and conclusions
Recognition systems are increasingly present in our daily lives, from virtual assistants to
smart home devices. Unfortunately, EU language datasets for speech technology are lacking
today. However, data augmentation techniques can play a crucial role in developing a large,
realistic, and more comprehensive dataset.
We presented a methodology for carrying out a speech project that enables the extension

of a dataset up to 20 times using advanced data augmentation techniques. To demonstrate
the effectiveness of our approach, we apply the methodology in a real project using four lan-
guages of Spain. We followed the five-phase process outlined in the methodology to ensure
successful project completion, from initial planning to final delivery.
This proposal alignswith the strategic agenda of ELEbyproviding a comprehensive dataset

comprising realistic audio environments and corresponding transcriptions. This dataset can
be highly valuable in training Machine Learning models for speech recognition, and it in-
cludes metadata such as the gender and age range of each speech voice. The guidelines pre-
sented in this report offer a structured approach that can be applied to other EU languages
and different scenarios. We hope that our proposal will inspire the speech technology com-
munity to develop more extensive speech datasets in other EU languages to preserve them
for the future.
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