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Abstract
Until recently, natural language processing required a variety of specialized language re-
sources to create functional monolingual and multilingual applications, such as monolin-
gual, bilingual and multilingual corpora, lexical and conceptual resources. Annotated cor-
pora were often needed to enable machine learning techniques in almost all applications
within the field. Unprecedented advances in artificial intelligence and the development of
large language models, which enable the successful completion of the same and a much
wider range of natural language processing tasks, set new standards for the criteria that
language resources must meet now and in the near future.
The main objective of the project Artificial Intelligence Data Kit 2030 (AID2030) is to

specify the data kit required to develop computer applications widely known as artificial
intelligence in the branch of natural language processing. The breakthrough capacities of
language models have been empirically witnessed, but it is difficult to accurately predict
the magnitude of future breakthroughs (Way et al., 2022, p. 34). In the conditions of: a)
rapid technological development; b) varying degrees of technological support for different
European languages, it is not viable to suggest a single static universal kit of text, audio,
image, and video data and technologies as it was proposed by the Basic LAnguage Resource
Kit (Krauwer, 2003).
Based on the existing studies and their in-depth analysis, we propose Artificial Intelligence

data kit 2030 for language understanding, generation, and transformation, set up on a set
of criteria to which the data should be adapted depending on the general technological ad-
vancement and the specific technology support for different European languages.

1. Introduction
Artificial intelligence (AI) is often regarded as the capacity of computer systems to accom-
plish tasks inherent for humans and the natural language processing (NLP) is the branch
that deals with the human language. According to the highlights of the Artificial Intelligence
Index Report 2023 (Maslej et al., 2023, p. 23), the specific AI topics that continue to domi-
nate research include pattern recognition, machine learning, and computer vision. All three
topics are related to natural language processing.
Artificial neural networks, commonly referred to as deep learning, are involved in arti-

ficial intelligence as a subset of machine learning. Deep learning algorithms are known to
demand huge amounts of training data and computing capacity. These assets have grown
more accessible in the recent decade, largely due to the development of complex big data
and cloud computing. Significant progress has been made in a range of AI and NLP tasks
since the deep learning model Transformer was introduced (Vaswani et al., 2017), and pre-
trained models based on it have achieved state-of-the-art performance (Qiu et al., 2020; Lin
et al., 2022).
Large languagemodels (LLMs) are an AI technology that “understands”, summarizes, gen-

erates, and predicts new content using deep learning techniques on massive datasets. Large
language models are scaled to more than one trillion parameters (Ren et al., 2023), and it
is anticipated that models will become orders of magnitude bigger over the next few years
necessitating larger training datasets. It may also be expected that continued performance
improvement will result from advancements in training techniques and architectural de-
sign. Some approaches produce significant results in training models with a relatively small
number of parameters (Touvron et al., 2023), demonstrating a clear relationship between
the number of parameters and the size of the datasets: lowering parameters demands larger
datasets. The breakthrough capacities of language models have been empirically witnessed,
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but it is difficult to accurately predict the magnitude of future breakthroughs (Way et al.,
2022, p. 34). However, it is possible to conclude that training or experimenting with larger
amounts of data will result in better performance of large languagemodels, and the require-
ment for the quality and diversity of the data should be on the same scale as its quantity.
The main objective of the project Artificial Intelligence Data Kit 2030 (AID2030) is to

specify the data kit required to develop computer applications widely known as artificial
intelligence in the branch of natural language processing. In the conditions of: a) rapid tech-
nological development; b) varying degrees of technological support for different European
languages, it is not viable to suggest a single static universal kit of text, audio, image, and
video data and technologies as it was proposed by the Basic LAnguage Resource Kit (BLARK)
(Krauwer, 2003).
Based on the existing studies and their in-depth analysis, we propose Artificial Intelligence

data kit 2030 for language understanding, generation, and transformation, set up on a set
of criteria to which the data should be adapted depending on the general technological ad-
vancement and the specific technology support for different European languages. Since si-
multaneous processing of text, speech, images, and videos is a developing trend, the term
“data” rather than the term “language resources” (LR) is used.
The following themes are covered in the document: the Basic Language Resource Kit is in-

troduced in Section 2; Section 3 contains a description of the research methodology; Section
4 offers a survey of the most recent and notable LLMs, demonstrating trends and advance-
ments; Sections 5 and 6 represent surveys on the most significant datasets and benchmarks
currently available for LLMs training and evaluation; an overall analysis and specification
of the Artificial Intelligence Data Kit 2030 are presented in Section 7; and a conclusion is
presented in Section 8 preceding references and appendices.

2. BLARK: brief overview
Over 20 years ago, ELSNET (European Network of Excellence in Language and Speech) and
ELRA (European Language Resources Association) collaborated to describe the BLARK (Ba-
sic LAnguage Resource Kit) concept. BLARK is defined as the bare minimum of resources
required to do any precompetitive research or education (Krauwer, 2003). Numerous re-
sources are included in BLARK: (mono- and multilingual) corpora of written and spoken
language, mono- and bilingual dictionaries, terminology collections, grammar resources,
taggers, morphological analyzers, parsers, speech analyzers, and recognizers, among oth-
ers. A report describing a (minimum) set of language resources to be made available for as
many languages as feasible was developed by ELDA (Evaluations and Language resources
Distribution Agency).1
The BLARK concept served as inspiration for the creation of equivalent standards for a

variety of languages, including Arabic (Maegaard, 2004), Persian (Seraji et al., 2012), seven
Central and Southeast European languages (Váradi, 2014), among others. For example, to
select a representative set of language resources and tools for the Central and Southeast
European languages, a list of general indicators was formulated. The indicators determine
the general requirements to which the selection of resources should be subjected. For each
indicator, various sets of specific criteria have been established. The general indicators are:
a) For upgraded resources: all selected resources are state-of-the-art specimens of their

type for a given language; equally valuable representatives are all included in the selection;
etc.
b) For extended/linked resources: the extension of resources provides considerable value

to the community, at least on a regional level; the emphasis is on providing building blocks

1 http://www.blark.org
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to the existing tools rather than major restructuring; etc.
c) For resources aligned across languages: no more than one tool of a certain type for each

language is used; whenever applicable, the largest set of languages is selected; etc.
The general indicators were combinedwith the total point value (TPV) (Váradi, 2014, p. 15)

evaluating the availability, quality, quantity, and standards of the language resources and
tools under selection.2 The intellectual property rights (IPR) and legal issues were also taken
into consideration, promoting the use of open data and following the Creative Commons and
Open Data Commons principles.
The approach to outline the set of criteria (quantitative, qualitative, standardization, li-

censing) for language resources and tools at a certain stage in technological development
is admittedly plausible. The formulation of BLARK was one of the factors that fostered the
development of language resources and technologies for machine translation, speech pro-
cessing, language extraction and transformation, and facilitated the measurement of the
technological readiness of European languages in 2012 (Rehm and Uszkoreit, 2012).
Until recently, the NLP paradigm required the execution of a pipeline of interdependent

modules that could also work alone to arrive at a concrete solution. For example, text cat-
egorization was typically preceded by tokenization, sentence splitting, part-of-speech tag-
ging, and lemmatization. Each module was related to specific language resources that are
required for training and evaluation. There are numerous well-known examples of these
pipelines, including Natural Language Toolkit (NLTK) (Bird et al., 2009), Stanford NLP (Man-
ning et al., 2014), UDpipe (Universal Dependencies) (Straka et al., 2016), and NLP-Cube (Boros
et al., 2018).
To some extent, BLARK still matters when it comes to the technological readiness of under-

resourced languages, for which there were no language resources or tools for their process-
ing until recently. On the other hand, the unheard-of technological advancement in artificial
intelligence and the creation of large language models, which enable the successful comple-
tion of the same and amuch wider range of tasks in the field of natural language processing,
set new requirements for the criteria that language resources must meet at present and in
the near future.

3. Methodology of Research
Specifying a data kit designed for artificial intelligence andmeeting criteria such as quantity,
diversity, quality, flexibility, linking, and standardization is based on:

• An analysis of the most recent and influential applications, services, and resources.

• An analysis of the current credible research, starting with the reports and findings of
European Language Equality (ELE) (Agerri et al., 2021; Aldabe et al., 2021; Bērziņš et al.,
2022; Backfried et al., 2022; Gomez-Perez et al., 2022; Kaltenboeck et al., 2022) but also
including more recent scientific publications, surveys, and artificial intelligence strate-
gies. (Appendix A summarizes the AI development strategies for particular nations or
institutions that were not accessible for the corresponding European Language Equal-
ity report in 2021.)

• Interactions with representatives from European companies implementing language
technology and artificial intelligence. (The findings of a survey seeking information for
the use, development, and vision of AI applications are included in the Appendix B.)

Drawing on the listed studies and their in-depth analysis, we propose an AI data kit for lan-
guage understanding, generation, and transformation, aswell as a set of criteria towhich the
2 http://cesar.nytud.hu/deliverables/d2.4-report-on-methodology-and-criteria-for-the/d2.4.report_on_methodology-v1.2.pdf
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data kit will be adapted depending on technological advancement and the specific technol-
ogy support for different languages.

4. Large Language Models
Traditional transfer learning methods use annotated data for supervised training and are
focused on a particular task. Since the shift to deep learning, the dominant transfer learn-
ing approach has been pre-training methods that use unannotated data for self-supervised
training and are applied to various downstream tasks via fine-tuning or few-shot learning
(Wang et al., 2022a). Generative Pre-trained Transformer (GPT) (Radford et al., 2018) was
the first model that used unidirectional transformers as the backbone for language models,
demonstrating the potential for diverse downstream tasks.
The effectiveness of large languagemodels has sparkedwidespread interest, and a number

of attempts have been made to scale them up and explore their performance, for example,
HyperCLOVA, aKorean variant of 82BGPT-3 (Kimet al., 2021), CPM-2, a large-scale generative
Chinese pre-trained language model (Zhang et al., 2021), Switch Transformers, a mixture
of experts model (Fedus et al., 2022), Yuan 1.0, a large-scale Chinese pre-trained language
model in zero-shot and few-shot learning (Wu et al., 2021), GLaM, mixture of experts scaling
language models (Rae et al., 2022), Gopher, scaling language models (Rae et al., 2022), and so
on (Table 1).

Model Parameters Architecture Language
GPT-3

(Brown et al., 2020) 175B Decoder English
HyperCLOVA

(Kim et al., 2021) 204B Decoder Korean
CPM-2-MoE

(Zhang et al., 2021) 198B Encoder–decoder (seq2seq) Chinese, English
Switch transformers
(Fedus et al., 2022) 1751B Encoder–decoder (seq2seq) English

Yuan 1.0
(Wu et al., 2021) 245B Encoder–decoder (unified) Chinese

GLaM
(Du et al., 2022) 1.2T Encoder English

Gopher
(Rae et al., 2022) 280B Decoder English

Table 1: Pre-trained language models (Wang et al., 2022a)

There have already been several surveys on large language models, describing: advances
in natural language processing via large pre-trained languagemodels (Min et al., 2021), cate-
gorization of existing pre-trained language models based on a taxonomy with four perspec-
tives (Qiu et al., 2020), models for text generation (Li et al., 2021a), transformer-based pre-
trained language models (Kalyan et al., 2021), opportunities and risks of foundation models
(Bommasani et al., 2021), history of pre-training and breakthroughs (Han et al., 2021), scal-
ing and impact of pre-trained models (Wang et al., 2022a), prompting methods in natural
language processing (Liu et al., 2023a), hystory of pre-trained models: from BERT to Chat-
GPT (Zhou et al., 2023), multimodal pre-trained models (Wang et al., 2023), recent advances
of LLMs with introducing the background, key findings, and mainstream techniques (Zhao
et al., 2023).
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The last survey is accompanied with up-to-date lists for publicly available models, closed-
source models, commonly used corpora, library resources, deep learning frameworks, as
well as with bibliography for pre-training (data collection, architecture, training algorithms,
pre-training on code), adaptation tuning (instruction tuning, alignment tuning), utilization,
and capacity evaluation.3
Several ground-breaking large language models have emerged recently, pushing the fron-

tiers of what computers can “understand”, transform, and generate. An extensive list of
such models is presented in the AI Index 2023 Annual Report (Maslej et al., 2023). Here are
presented some of the most significant language models introduced in 2022 and before May
2023, in an attempt to outline the widest scope of achievements.

4.1. PaLM
PaLM (Pathways Language Model) has been released by Google4 at April 2022.5 PaLM is
a 540-billion parameter, Transformer-based language model. PaLM was trained on 6144
TPU6 v4 chips using Pathways, a newmachine learning systemwhich enables highly efficient
training across multiple TPU Pods (Chowdhery et al., 2022, p. 7). The model demonstrates
scaling and achieving state-of-the-art few-shot learning results on hundreds of language un-
derstanding and generation benchmarks.

• Focus

• Further understanding the impact of scale on few-shot learning.

• Demonstration of the capabilities in language understanding and generation across a
number of difficult tasks, such as multi-step mathematical or commonsense reasoning.

• Training data

The PaLM pre-training dataset is made up of a high-quality corpus of 780 billion tokens
representing a diverse variety of natural language use cases (Chowdhery et al., 2022, pp. 6–
7). The dataset is a mixture of multilingual social media conversations (50%); multilingual
filtered webpages (27%); books in English (13%), source code obtained from open source
repositories on GitHub (5%), Wikipedia articles inmany languages (4%), and news articles in
English (1%). This dataset is based on the datasets used to train Language Models for Dialog
Applications (LaMDA) (Thoppilan et al., 2022) andGeneral LanguageModel (GLaM) (Du et al.,
2022). All three models were trained on exactly one epoch of data (shuffled identically),
and the mixing proportions were chosen so as to avoid repeating data in any subcomponent
(Chowdhery et al., 2022, p. 6).

• Languages

The training mixture includes 124 languages, with English accounting for approximately
78% of the training tokens and only 4 languages represented by more than 10B tokens: Ger-
man, French, Spanish, and Polish (Chowdhery et al., 2022, p. 73).

• Approach
3 https://github.com/RUCAIBox/LLMSurvey/tree/main
4 https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
5 Google released PaLM 2 in May 2023. PaLM 2 is claimed to outperform earlier state-of-the-art LLMs, including

PaLM, at complex reasoning tasks such as code and math, categorization and question answering (QA), trans-
lation and multilingual proficiency, and natural language production. The combination of compute-optimal
scaling, an improved dataset mixture, and model architecture improvements is pointed out as the main reason
for this advancement. https://ai.google/discover/palm2

6 TPU: Tensor Processing Unit
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The Pathways system is used to scale the training of a 540-billion parameter language
model (Chowdhery et al., 2022, pp. 7–9).

• PaLM 540B is trained over two TPU v4 Pods using data parallelism at the Pod level,
while using standard data and model parallelism within each Pod.

• The system, which was the largest TPU configuration documented up until the PaLM
release date, allowed for efficient scaling of training to 6144 chips.

• The model FLOPs7 utilization without rematerialization expenses was 45.7% without
self-attention and 46.2% with it. PaLM’s analytically estimated hardware FLOPs usage
was 57.8%, including rematerialization FLOPs.

• Evaluation

Experiments show that with scaling up to the largest model, model performance increased
significantly. The PaLM 540B excelled at a variety of highly demanding tasks (Chowdhery
et al., 2022, pp. 11–33).

• It was reported for a few-shot performance, achieving state-of-the-art results on 28
out of the 29 most widely evaluated English NLP tasks (including question answering,
sentence-completion, reading comprehension, common-sense reasoning, and Super-
GLUE tasks) when compared to the best per-task result from any previous large lan-
guage model.

• PaLM 5-shot outperforms the average performance score of people who were asked
to complete the identical tasks on BIG-bench, a benchmark encompassing challenging
new language problems.

• Even with a relatively small fraction of non-English data (22%), the 540B model few-
shot evaluation results bridge the gap with the prior fine-tuned state of the art in non-
English summarization tasks and outperform the prior state of the art in translation
tasks.

• Access

An unofficial PyTorch implementation of the Transformer architecture based on the PaLM
research paper is available on GitHub.8 It will not scale and is only available for educational
use.

4.2. NLLB
NLLB (No Language Left Behind), which was published in August 2022 by Meta,9 integrates
open-source models capable of delivering evaluated, high-quality translations directly be-
tween over 200 languages.

• Focus

• Datasets andmodels that narrow the performance gap between low- and high-resource
languages.

• State-of-the-art translation models for a wide range of languages.
7 FLOPs: Floating point operations
8 https://github.com/lucidrains/PaLM-pytorch
9 https://ai.facebook.com/research/no-language-left-behind/
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• Training data

Bitext is available for 148 English-centric and 1,465 non-English-centric language pairs in
the dataset. For low-resource languages, parallel datawas either selected or constructed. The
following components were developed for the construction of over 1.1 billion new sentence
pairs of training data for 148 languages: (1) a high-quality language identification system for
over 200 languages; (2) a detailed, documented monolingual dataset curation and cleaning
pipeline; and (3) a teacher-student-based multilingual sentence encoder training method-
ology that enables transfer to extremely low-resource languages with minimal supervised
bitext (Costa-jussà et al., 2022, pp. 25–46). The total size of the dataset is 4̃50 GB.

• Languages

Over 200 languages are supported.

• Approach

Several solutions are offered to overcome the lack of publicly available bitext data for many
language pairs (Costa-jussà et al., 2022, pp. 25–47).

• The method entails collecting non-aligned monolingual data and then utilizing large-
scale datamining (Schwenk et al., 2021) to discover sentences that are likely to be trans-
lations of each other in other languages. The solution for translating many languages
is to automatically generate translation pairs by pairing sentences from various mono-
lingual resources.

• The 54.5B conditional compute model NLLB-200, based on Sparsely gated Mixture of
experts (MoE), was developed, as were some of the smallest models.

• A teacher-student training approach is adopted that allows for the expansion of lan-
guage coverage to 200 languages and the generation of huge amounts of data, especially
for low-resource languages. The overall approach focuses on starting with a massively
multilingual sentence encoder teacher model and adapting it to several different low-
resource student models (Heffernan et al., 2022).

• Evaluation

A benchmarking dataset for machine translation between English and low-resource lan-
guages, Flores-200, was developed (Guzmán et al., 2019).

• The performance of over 40,000 different translation directions was evaluated.

• It was reported that the model NLLB-200 outperforms the nearest state-of-the-art by
almost +7.3 spBLEU10 on average – a 44% improvement (Costa-jussà et al., 2022).

• Access

All benchmarks, data, scripts, and models are published on GitHub11 under an MIT (Mas-
sachusetts Institute of Technology) license that allows commercial usage, modification, dis-
tribution, and private use.

10 spBLUE is a BLUE (BiLingual Evaluation Understudy) using different tokenization.
11 https://github.com/facebookresearch/fairseq/tree/nllb
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4.3. GLM-130B
GLM-130B (General Language Model) is a bilingual (English and Chinese) pre-trained lan-
guage model with 130 billion parameters released in August 2022 by the Knowledge Engi-
neering Group at Tsinghua.12 Instead of employing the GPT-style architecture, the General
Language Model algorithm (Du et al., 2022) was used to take advantage of its bidirectional
attention and autoregressive blank infilling objective (Zeng et al., 2023).

• Focus

• Development of a bilingual, pre-trained dense model with high accuracy on down-
stream tasks.

• The availability of the model for download and usage on a single server with suitable
GPUs (Graphics Processing Units).

• Training data

The 95% of the pre-training data includes 1.2 TB English corpora from the Pile dataset
(Gao et al., 2020), 1.0 TB Chinese WuDao Corpora,13 and 250 GB Chinese corpora (includ-
ing online forums and encyclopedia) crawled from the web. The 5% of the training dataset
was intended for Multitask Instruction Pre-Training (MIP) and comprises all prompts for T0
datasets from PromptSource (Bach et al., 2022), and prompts developed for DeepStruct (Deep
Structural Prediction) datasets.

• Languages

Bilingual support for both English and Chinese.

• Approach

The following solutions were used:

• The GLM-130B explores the potential of a bidirectional GLM as its backbone.

• The backbone model is pre-trained over 400 billion tokens on a cluster of 96 NVIDIA
DGX-A100 (8×40G) GPU nodes.

• The Rotary positional encoding (Su et al., 2022), DeepNorm layer normalization (Wang
et al., 2022b), andGaussian Error (Hendrycks andGimpel, 2020) are adapted in training.

• Evaluation

For English, it was reported that the GLM-130B model has better performance than the
GPT-3 175BDavinci (+5.0%), OPT-175B (Open Pre-trained Transformer) (+6.5%), and BLOOM-
176B (+13.0%) on LAMBADA dataset and slightly better performance than the GPT-3 175B
(+0.9%) on MMLU (Massive Multitask Language Understanding) benchmark.
For Chinese, it was reported that the GLM-130B model is significantly better than ERNIE

TITAN 3.0 260B on 7 zero-shot CLUE (Chinese Language Understanding Evaluation) datasets:
+24.26%and5 zero-shot FewCLUE (Chinese Few-shot LearningEvaluation) datasets: +12.75%.

• Access

TheGLM-130Bmodel checkpoints, code, training logs, and related toolkits are open through
GitHub14 with Apache License 2.0.
12 https://keg.cs.tsinghua.edu.cn/glm-130b/posts/glm-130b/
13 https://www.scidb.cn/en/detail?dataSetId=c6a3fe684227415a9db8e21bac4a15ab
14 https://github.com/THUDM/GLM-130B
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4.4. BLOOM
BLOOM (BigScience Large Open-science Open-access Multilingual Language Model) is an
open source model with 176 billion parameters developed by hundreds of AI researchers
who sought to create a multilingual language model.15

• Focus

• Providing a large, unbiased, and multilingual model.

• Free access to developed technologies and resources bymany different individuals, and
companies.

• Training data

BLOOM was trained using the ROOTS (Responsible Open-science Open-collaboration Text
Sources) (Laurençon et al., 2022) corpus, which contains 498 Hugging Face datasets (Lhoest
et al., 2021) comprising 1.6 TB of text covering 46 natural languages and 13 programming
languages (BigScience et al., 2023). Altogether, 252 sources were identified, with at least 21
sources per language category. Texts from relevant websites were included to increase the
coverage of Spanish, Chinese, French, and English sources.

• Languages

46 natural languages and 13 programming languages are covered.

• Approach

• BLOOMwas trained using a framework for large-scale distributed training –Megatron-
DeepSpeed.16

• The evaluation of the choice of state-of-the-art LLMs revealed that causal decoder-only
models performed better and can be more efficiently converted after pre-training to a
non-causal architecture and objective-an approach. Two architectural deviations were
adopted in BLOOM (BigScience et al., 2023, pp. 15–16):
– Instead of adding positional information to the embedding layer, ALiBi Positional
Embeddings (Press et al., 2022) directly attenuates the attention scores based on
how far away the keys and queries are.

– BLOOM was trained with an additional layer normalization after the first embed-
ding layer to avoid training instabilities.

• Evaluation

BLOOM zero-shot performance on a wide range of natural language processing tasks has
been reported as comparable to the performance of similar models (BigScience et al., 2023,
pp. 24–42).

• Access

The BLOOMModel Card is distributedwith the BigScience BLOOMRail license 1.0 allowing
using the model at no charge with some usage restrictions.17 The source code for BLOOM
has been made available under an Apache 2.0 open source license. An online inference API
(Application Programming Interface) is also available on the Hugging Face site.
15 https://bigscience.huggingface.co/blog/bloom
16 https://github.com/bigscience-workshop/Megatron-DeepSpeed
17 https://huggingface.co/bigscience/bloom
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4.5. LLaMA
LLaMA (Large LanguageModel Meta AI): a collection of foundational languagemodels rang-
ing from 7B to 65B parameters, is introduced byMeta AI at 24 February 2023.18 LLaMA 32.5B
and 65.2B were trained on 1.4 trillion tokens, while the smallest model, LLaMA 6.7B, was
trained on 1 trillion tokens.

• Focus

• A series of language models that achieve the best possible performance by training on
more tokens than what is typically used (Touvron et al., 2023).

• Providing the research community with the opportunity to access and study smaller
and more effective models.

• Top-performing model training using publicly available datasets instead of private or
restricted data sources.

• Training data

Only publicly available datasets were utilized for training: pre-processed Common Crawl
dumps of English webpages from 2017 to 2020; C4 dataset19 (Colossal Clean Crawled Corpus),
a cleaned version of Common Crawl’s web crawl for English (Raffel et al., 2020) (15%); public
GitHub dataset available on Google BigQuery (4.5%); Wikipedia dumps from the June-August
2022 period, covering 20 languages (4,5%); two English book corpora (4.5%): the Gutenberg
Project20 and the Books3 section of The Pile21; ArXiv Latex files22 representing scientific texts
(2.5%); and a dump from Stack Exchange,23 a website with questions and answers on a vari-
ety of topics (2%).

• Languages

20 languages with the most speakers, focusing on those with Latin and Cyrillic alphabets,
were chosen. However, these languages are presented in the 4,5% Wikipedia part of the
training dataset.

• Approach

The network is based on the Transformer architecture (Vaswani et al., 2017). Some im-
provements to the standardTransformer architecturewere introduced (Touvron et al., 2023):

• Using the GPT-3 methodology, the stability of training was enhanced by normalizing
the input for each transformer sub-layer, instead of normalizing the output.

• Following PaLM methodology, the performance was improved by replacing the ReLU
(Rectified Linear Unit) non-linearity function with the SwiGLU (Swish-Gated Linear
Unit) activation function.

• Similarly to the GPTNeo approach, absolute positional embeddings were eliminated in
favor of Rotary positional embeddings (RoPE) at every network layer.

The model’s training speed is increased as a result of:
18 https://ai.facebook.com/blog/large-language-model-llama-meta-ai/
19 https://github.com/allenai/allennlp/discussions/5056
20 https://www.gutenberg.org
21 https://pile.eleuther.ai/
22 https://info.arxiv.org/
23 https://stackexchange.com/
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• Efficient causalmulti-head attention implementationbynot storing the attentionweights
and not computing masked key/query scores.

• The amount of activations that are recomputed during the backward pass is reduced
with checkpointing.

• The computation of activations and the communication between GPUs over the net-
work were overlapped as much as possible.

• Evaluation

It was reported that 13b LLaMA outperformed GPT-3, being over 10 times smaller, and 65B
LLaMA is competitive with 70B Chinchilla and 540B PaLM. It was shown that state-of-the-art
performance can be achieved by training exclusively on publicly available data, without
resorting to proprietary datasets (Touvron et al., 2023).

• Access

The LLaMA model is released under a noncommercial license which is granted on a case-
by-case basis to academic researchers; individuals affiliated with organizations in govern-
ment, civil society, and academia; and industry research laboratories.

4.6. GPT-4
GPT-4 (Generative Pre-trained Transformer 4) is a large-scale, multimodal model (released
by Open AI in March 2023)24 that accepts image and text inputs and generates text outputs.

• Focus

• Creation of a large-scale, multimodal model that accepts image and text inputs and
produces text.

• Development of infrastructure andoptimizationmethods that operate predictably across
a wide range of scales (OpenAI, 2023).

• Training data

The model utilizes publicly available data (such as internet data) and data licensed from
third-party providers (OpenAI, 2023).

• Languages

As reported by OpenAI, GPT-4 understands and generates text in more languages than its
predecessor, GPT-3.5.

• Approach

There is no information available on the architecture, model size, hardware, training com-
pute, dataset construction, or training procedures.

• The GPT-4 model is a Transformer-based model that has been pre-trained to anticipate
the next token in a document.

• Reinforcement Learning fromHuman (RLHF) feedbackwasused tofine-tune themodel.
24 https://openai.com/product/gpt-4
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• Evaluation

GPT-4 was tested on a diverse set of benchmarks, including quantitative and qualitative
evaluation (OpenAI, 2023, pp. 44–55). GPT-4 outperforms humans on most professional and
academic exams, most notably scoring in the top 10% on a simulated Uniform Bar Exami-
nation, and existing language models on traditional NLP benchmarks without the need for
benchmark-specific crafting or additional training protocols.

• Access

The model is available in part through ChatGPT Plus25 and through an API provided via a
waitlist.

4.7. ChatGPT
ChatGPT26 is an artificial intelligence chatbot developed by OpenAI and released in Novem-
ber 2022. It is constructed on top of the foundational large language model GPT-3.5 and its
current version ChatGPT Plus – on GPT-4. The pre-training dataset, techniques, and model
parameters for GPT-4 are not made available to the general public. Through the use of
both supervised and reinforcement learning techniques, the ChatGPT model has been en-
hanced. A dataset of labeler demonstrations of the required model behavior, containing
a set of labeler-written prompts and prompts sent via the OpenAI API, is used to fine-tune
GPT-3 using supervised learning. Then, using reinforcement learning based on user input,
a dataset of rankings of model outputs is gathered to further improve the supervised model
called InstructGPT (Ouyang et al., 2022).
After the release of ChatGPT, nearly 200 research papers focused on it (Liu et al., 2023b)

were published at ArXiv. The analysis on these papers shows that ChatGPT has already
been applied in a number of application domains, including communication, text classifi-
cation, text generation, code generation, inferences (logical deductions from known facts
or information), and information extraction, transformation, enhancement, and processing.
ChatGPT and similar technologies can be employed as writing assistants, personal helpers,
and general issue solvers in a wide range of industries, including finance, insurance, e-
commerce, mobility, healthcare, and customer service. Numerous ChatGPT use cases have
already been used in production environments, and thousands of professional use cases
have been quickly developed, implemented, and validated by outside parties.
In March 2023 Cerebras-GPT, a family of open compute-optimal language models scaled

from 111M to 13B parameters, was relesaed. For efficient pre-training, the Cerebras-GPT
models were trained on the Pile dataset using DeepMind Chinchilla scaling rules (Dey et al.,
2023). It was reported that all Cerebras-GPT models have state-of-the-art training efficiency
onboth pre-training anddownstreamobjectives. Cerebras-GPTmodels are available onHug-
ging Face.27

4.8. Key Features of Large Language Models as of May 2023
There were 23 important AI language systems produced in 2022, approximately six times
as many as the next most popular system category, multimodal systems, according to the
Artificial Intelligence Index Report 2023 (Maslej et al., 2023, p. 45).
The same source draws the conclusion that large language models are getting bigger over

time; the number of parameters in newly released large language and multimodal models
25 https://openai.com/blog/chatgpt-plus
26 https://openai.com/blog/chatgpt
27 https://huggingface.co/cerebras
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Figure 1: Number of Parameters of Select Language and Multimodal Models (2019–2022)
(Maslej et al., 2023, p. 60)

has massively increased. The GPT-2 model, which is the first big language and multimodal
model produced in 2019, contained 1.5 billion parameters, compared to the PaLM released
in 2022, which has 540 billion parameters, or about 360 times more than GPT-2 (Maslej et al.,
2023, p. 60). It is not unexpected that industry advances faster than academics in the field
given the resources required for building large language models (compute, data, and exper-
tise). In comparison to the three significantmachine learningmodels generated by academia
in 2022, there were 32 significant models produced by industry (Maslej et al., 2023, p. 50).
Figure 1 shows themedian number of parameters in large language andmultimodal models
(Maslej et al., 2023, p. 60).
Large language models are a result of powerful technology that excels rapidly at a wide

range of language tasks. Without changing the model design, some of the models can ad-
dress new problems. Widely studied applications of LLMs are document intelligence, which
includes sentiment analysis (AlQahtani, 2021), news classification (Ding et al., 2021), anti-
spam detection, and information extraction; translation; content creation – creative writing,
auto-completion for sentences, paraphrasing, personal decision making, and code genera-
tion; virtual assistants, which adopted many applications such as language understanding
and generation, and voice recognition (Wang et al., 2022a).
The performance of large language models is improved by increasing the size of the lan-

guage models (number of parameters). For example, PaLM 540B surpassed the few-shot
performance of prior large models, such as GLaM (Du et al., 2022), GPT-3, Megatron-Turing
NLG (Natural language generation) (Smith et al., 2022), Gopher (Rae et al., 2022), Chinchilla
(Hoffmann et al., 2022), and LaMDA (Hoffmann et al., 2022), that span question answering
tasks (open-domain closed-book variant), cloze and sentence-completion tasks, Winograd-
style tasks, in-context reading comprehension tasks, common-sense reasoning tasks, Super-
GLUE tasks, and natural language inference tasks.28
The general performance of large language models is boosted by scaling up the size of the

models, the computation used to train them, and the amount of data they’re trained on in
the appropriate proportions. Scaling laws may properly predict these proportions: larger
systems perform increasingly better on a wide range of tasks (Ganguli et al., 2022, p. 1749).
It was experimentally determined by training over 400 language models with parameters
ranging from 70million to over 16 billion on 5 to 500 billion tokens that for compute-optimal
28 https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
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training, the model size and the number of training tokens should be scaled equally: for
every doubling of themodel size, the number of training tokens should also be doubled
(Hoffmann et al., 2022). Some of the contemporary models are trained on trillions of tokens,
and the process of dataset compilation has become a considerable part of the development
of large language models. Moreover, the smaller models should have been trained on more
tokens to obtain the best performance. For instance, 13B LLaMA outperforms GPT-3 while
being more than 10 times smaller, and 65B LLaMA is competitive with 70B Chinchilla and
540B PaLM (Touvron et al., 2023).
The large language models can be fine-tuned with task-specific labeled data on a down-

stream task (Devlin et al., 2019), however for many tasks, labeled datasets are hardly ac-
cessible, and updating the parameters of pre-trained models for various tasks necessitates
substantial computing effort.
Some current trends are directed toward generalizing the pre-trained models to many

NLP tasks, without fine-tuning themwith additional labeled or unlabeled data (Brown et al.,
2020). In-context learning entails natural language instruction and/or task demonstrations
provided to the language model, after which it can produce the expected output without
the need for additional training or updating. Chain-of-Thought is another prompting ap-
proach that incorporates intermediate reasoning steps for improving LLM performance on
complicated reasoning tasks, including arithmetic reasoning, commonsense reasoning, and
symbolic reasoning (Wei et al., 2023).
It was demonstrated that multitask-prompted training can enable strong zero-shot gener-

alization abilities in language models, and such an approach provides an effective alterna-
tive to unsupervised language model pre-training (Sanh et al., 2022). The prompting-based
techniques have been shown to be successful, but they require large amounts of unlabeled
data for training and (usually) manual labor to create prompts and select specific tokens to
represent class labels.

5. Large Language Datasets
Recent advances in language modelling have shown the effectiveness of training massive
models on large text corpora. Each new LLM claims advancements in one or more domains
and/or NLP tasks, as well as outperforming some of the other LLMs. Despite the fact that
some technologies allow for shorter parts in training datasets for particular domains and/or
languages, the growing need for data in language modelling for the majority of languages
remains a challenge. Here, we will briefly present some of the widely used and recently
compiled language datasets for training large language models.

5.1. CommonCrawl
CommonCrawl29 creates andmaintains an openweb crawl data collection. Petabytes of data
have been collected by Common Crawl since 2008, including raw web page data, metadata,
and text extractions.
Common Crawl is typically used to retrieve subsets of web pages during a given time pe-

riod. Due to the noisy and low-quality information in web data (Luccioni and Viviano, 2021),
it is necessary to perform data cleaning and filtering before usage. There are a number of
filtered datasets that are based on Common Crawl: C4 (Raffel et al., 2020), CC-Stories (Trinh
and Le, 2018), CC-News (Zhuang et al., 2021), and RealNews (Zellers et al., 2019).

29 https://commoncrawl.org/
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The C4 dataset30 contains over 750 GB of English texts extracted from the Common Crawl
web scrape. In addition to considerable deduplication, some heuristics were used to extract
only language parts. The dataset was created with the intention of being English-only: any
page with a probability of less than 99% being in English was eliminated. mC431 is a cleaned
multilingual version of the C4 dataset (Xue et al., 2021). There are 108 languages available
based on the Common Crawl dataset; however, a few instances are romanized variants, writ-
ten using the Latin script instead of Cyrillic script.
CC-Stories is a dataset for commonsense reasoning and language modeling (not avail-

able for download). It was constructed by aggregating documents from the Common Crawl
dataset that have the most overlapping n-grams with the questions in commonsense rea-
soning tasks. The top 1.0% of highest-ranked documents are selected for the new training
corpus.
The CC-News dataset32 comprises news articles available at Common Crawl. The version

of the dataset was created with an integrated web crawler and news information extractor.
It contains 708,241 English-language news stories from January 2017 to December 2019. Re-
alNews33 is a dataset of news articles from Common Crawl. The text and the metadata are
extracted from articles in Common Crawl dumps between December 2016 and April 2019.
RealNews has a size of 120 GB after deduplication.
OSCAR (Open Super-large Crawled Aggregated coRpus)34 is a huge multilingual corpus

created by language classification and filtering of the Common Crawl corpus. All the data
is distributed by 152 languages, both the original and the deduplicated versions of the data
are available. The most recent version of OSCAR was released in January 2023, based on
the Common Crawl dump from November/December 2022. The size of different languages
varies greatly; for example, English texts are 3.4 TB, Chinese texts are 1.4 TB, Russian texts
are 1.1 TB, Somali texts are 503 bytes, and Cornish texts are 432 bytes.

5.2. The Pile
The Pile is an 825 GB English text corpus designed for large-scale language model training
(Gao et al., 2020). The Pile is constructed from 22 diverse high-quality subsets (already ex-
isting or derived from some sources): a Common Crawl–based dataset, Pile-CC, with better
quality extractions from the collected html; PubMed – a subset from the PubMed Central
– online repository for biomedical articles35; Books3 – a dataset of books derived from the
contents of the Bibliotik private tracker; ArXiv – preprint research papers predominantly
in the domains of Math, Computer Science, and PhysicsGitHub– a large collection of open-
source code repositories; Free Law Project36 – academic studies in the legal realm; Stack
Exchange Data Dump37 – an anonymized set of all user-contributed questions and answers;
USPTO Backgrounds – a dataset of background sections from patents granted by the United
States Patent and Trademark Office; Wikipedia; PubMed Abstracts – abstracts from 30 mil-
lion publications in PubMed; PG-19 – a specific Project Gutenberg derived dataset with books
from before 1919; the OpenSubtitles dataset (Tiedemann, 2016); the DeepMind Mathematics
dataset (Saxton et al., 2019); BookCorpus2 – an expanded version of the BookCorpus (Zhu
et al., 2015); the Ubuntu IRC dataset derived from the publicly available chatlogs38; EuroParl

30 https://huggingface.co/datasets/c4
31 https://huggingface.co/datasets/mc4
32 https://huggingface.co/datasets/cc_news
33 https://github.com/rowanz/grover/tree/master/realnews
34 https://huggingface.co/datasets/oscar-corpus/OSCAR-2201
35 https://pubmed.ncbi.nlm.nih.gov
36 https://free.law
37 https://archive.org/details/stackexchange
38 https://irclogs.ubuntu.com
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(Koehn, 2005) – a multilingual parallel corpus; the YouTube Subtitles dataset – a parallel cor-
pus of human generated closed-captions on YouTube; the PhilPapers dataset – open-access
philosophy publications; the NIH Grant abstracts – awarded applications through the Ex-
Porter service;39 Hacker News40 – a link aggregator operated by a startup incubator and
investment fund; and the Enron Emails dataset (Klimt and Yang, 2004).
97.4% of the Pile dataset is in English. Each part of the Pile is distributed with the specific

license depending on the subset. Some syntactic and semantic characteristics of the dataset
are documented, such as structural statistics (n-gram counts, language, document sizes), top-
ical distributions, social bias, pejorative content, licensing, etc., as well as the Pile’s datasheet
(Biderman et al., 2022).

5.3. ROOTS
ROOTS (ResponsibleOpen-scienceOpen-collaborationText Sources) corpus is a 1.6 TBdataset
spanning 59 languages (Laurençon et al., 2022). Itwas used to train the 176-billion-parameter
BigScience large multilingual language model (BLOOM). Both programming languages and
natural languages are included in the dataset, whichwas assembled from two sources: crowd-
sourced datasets and OSCAR, an online data repository built on Common Crawl.
A combination of monolingual and multilingual language resources were chosen and col-

lectively documented through different initiatives of the BigScience Data Sourcing working
group to make up the first part of the ROOTS dataset, whichmade up 62% of the total dataset
size. This produced a collection of 252 sources, with at least 21 sources for each language
group taken into consideration. While no topic-based filtering was used, some heuristics
based on length and other criteria were used to eliminate some incorrect examples. For
the remaining 38% of the final dataset, OSCAR version was chosen based on the Common
Crawl snapshot of February 2021 (Ortiz Suárez et al., 2020). Documents that had a very high
incidence of words signalling inappropriate content were removed.
The corpus is made up of 46 natural languages from 3 macroareas and 9 language fami-

lies, including Afro-Asiatic, Austronesian, Basque, Dravidian, Indo-European, Mande, Niger-
Congo, and Sino-Tibetan. The majority of the corpus (30.03%) is composed of English, fol-
lowed by Simplified Chinese (16.16%), French (12.9%), Spanish (10.85%), Portuguese (4.91%),
and Arabic (4.6%) (Laurençon et al., 2022, p. 8).
Currently, 223 subsets are accessible upon acceptance of the project’s ethical charter.41

Each subset is released under the license that applies to it. It is possible to access the data
cards for each subset.For the remaining subsets, data governance efforts are ongoing tomake
them as accessible as possible. Tooling code is released under Apache 2.0.42

5.4. MassiveText
MassiveText (Rae et al., 2022) is a collection of large English-language text datasets from
various sources including web pages, books, news articles, and code. The data pipeline con-
sists of text quality filtering, repetitive text removal, comparable document deduplication,
and test-set document removal. MassiveText has 2.35 billion documents, or around 10.5 TB
of text. The data from a diverse range of sources was included: web pages (from custom
dataset MassiveWeb – 1.9 TB, C4 – 0,75 TB, and Wikipedia – 0.001 TB), books (2.1 TB), news
articles (2.7 TB), and code (GitHub – 3.1 TB). The vast majority – 99% – of text in MassiveText
is English. Hindi makes up themajority of the non-English text, followed by French, Spanish,

39 https://reporter.nih.gov/exporter
40 https://news.ycombinator.com
41 https://huggingface.co/bigscience-data
42 https://github.com/bigscience-workshop/data-preparation
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German, Italian, Japanese and Chinese. The dataset is not distributed to third parties (Rae
et al., 2022, p. 49).

5.5. Reddit
Reddit43 is a social media for thousands of communities and conversation (more than 13B
posts and comments). Highly rated postings are frequently regarded as useful and can be
used to generate high-quality datasets, such asOpenWebText.44 PushShift45 is another Reddit
corpus that has been extracted. It is a real-time updated dataset. Pushshift not only delivers
monthly data dumps, but also valuable utility tools to let customers search, summarize, and
do investigations on the dataset. Another dataset designed for abstractive summarization is
Reddit Webis-TLDR-17.46 The dataset consists of 3,848,330 posts with an average length of
270 words for content, and 28 words for the summary.

5.6. RedPajama
RedPajama47 replicates the LLaMA training dataset, which contains over 1.2 trillion tokens.
It consists of: five Common Crawl dumps (878 billion tokens), C4 dataset (175 billion), GitHub
data (59 billion), Books – a corpus of open books, deduplicated by content similarity (26 bil-
lion), ArXiv scientific articles (28 billion), Wikipedia articles (24 billion), StackExchange – a
subset of popular websites under StackExchange (20 billion). The RedPajama is licensed un-
der the Apache License, Version 2.0. The datasets are distributed with particular licenses
they use. The data pre-processing and quality filters are also available on GitHiub.

5.7. Wikipedia
Wikipedia is an online encyclopedia with a significant number of high-quality articles on
a variety of topics. The majority of these articles are written in an expository style (with
accompanying references) and span a wide range of languages and fields. In most LLMs,
the English-only filtered versions of Wikipedia are commonly used, although Wikipedia is
available in a variety of languages, allowing it to be used in multilingual processing.

5.8. Key features of Large Language Datasets as of May 2023
In general, LLMs with a significantly greater number of parameters need a greater volume
of training data covering a broader range of content. The quality of the data for pre-training
is also of great importance for the model’s capacities.
It was already shown that as the parameter scale in the LLM increases, more data is nec-

essary to train the model (Hoffmann et al., 2022). A similar scaling law is also seen in data
size with regard to model performance. By conducting extensive experiments, it was fur-
ther observed that increasing the model size and data size at equal scales can lead to a more
compute-efficient model. On the other hand, it was recently demonstrated that with more
data and longer training, smaller models may also attain high performance (Touvron et al.,
2023). Overall, the amount of high-quality data required to successfully train models is
important, particularly when increasing or optimizing the model parameters.

43 https://www.reddit.com
44 https://skylion007.github.io/OpenWebTextCorpus/
45 https://pushshift.io
46 https://huggingface.co/datasets/reddit
47 https://github.com/togethercomputer/RedPajama-Data
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Large part of the datasets used to train LLMs are not publicly available. However, there are
several exceptions, such as the Pile (Gao et al., 2020) and RedPadjamawhich are curated cor-
pora of mostly of English datasets representing various domains; ROOTS (Laurençon et al.,
2022)which is a corpuswith selected datasets encompassing several domains and languages;
C4 (Raffel et al., 2020), mC4 (Xue et al., 2021) and OSCAR (Ortiz Suárez et al., 2020), which are
improved versions of CommonCrawl and are usually used as part of bigger training datasets.
Most LLMs rely on broad internet data (Chowdhery et al., 2022; BigScience et al., 2023;

Touvron et al., 2023), such as websites, webnews, social media, and Wikipedia. On the one
hand, obtaining such data is rather simple; nevertheless, the datamust be cleaned, screened,
and filtered for improper content and redundancies. The Common Crawl corpus is one of
the primary sources of pre-training datasets; nevertheless, considerable efforts are invested
to extract or re-collect, clean, and filter its data. Wikipedia appears to be utilized with little
change; however, it only represents a small portion of the vast training datasets. Further-
more, in order to train LLMs that are adaptable to specific applications, it is necessary to ob-
tain data from relevant sources in order to augment the related information in pre-training
data.
The data from different domains or scenarios has distinct linguistic characteristics and

contains different semantic knowledge. LLMs can acquire a broad scope of knowledge and
a good generalization strength by pre-training on a mixture of datasets from a variety of
sources. When combining diverse sources, the distribution of pre-training data should be
carefully determined since it is likely to impact LLM performance on downstream tasks (Rae
et al., 2022).
The LLMs are usually trained on vast amounts of data from only a few languages, language

pairs, and domains as the amount ofmultilingual data in large language datasets is relatively
small. PaLM and BLOOM, which were pre-trained with multilingual datasets, perform well
inmultilingual tasks such as translation, multilingual summarization andmultilingual ques-
tion answering, and achieve comparable or superior performance to state-of-the-art models
fine-tuned on multilingual data.
It is expected that AI advancementwill continue to bemostly associatedwith high-resource

conditions, yet themajority of domains and languages, including those in Europe, are under-
or low-resourced. The systems should be able to train across several domains and genres
as well as cover all European languages (rather than just English or another language with
more resources). A wider range of domains and languages should be represented in publicly
accessible multilingual datasets so that LLMs with good performance can be developed.

6. Benchmarks
The creation of robust evaluation datasets, or benchmarks, that can gauge advancement in
the field, has received a lot of attention in machine learning research. The capacity for eval-
uation allows for a comparison of various strategies and determines further research and
improvement. Three basic types of evaluation tasks for LLMs are defined: language gener-
ation, knowledge utilization, and complex reasoning (Zhao et al., 2023, pp. 29–34). First, the
three basic types will be briefly discussed, followed by a description of some frequently used
evaluation benchmarks the tasks of which can be attributed to any of the listed types.

6.1. Language Generation
Languagemodeling, as a fundamental aspect of LLMs, aims to predict the next token based
on the previous tokens, with a primary focus on basic language understanding and gener-
ation (Zhao et al., 2023, p. 29). For example, the LAMBADA dataset (Paperno et al., 2016) is
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used to evaluate the modeling capacity of long-range dependencies in text: LLMs have to
predict the last word of sentences based on a paragraph of context. Conditional text gen-
eration (Zhao et al., 2023, p. 29) is concerned with generating texts that satisfy specific task
demands, depending on the provided conditions, which commonly includemachine transla-
tion, text summarization, and question answering. Evaluation benchmarks that are widely
used are SuperGLUE (Wang et al., 2019) or MMLU (Hendrycks et al., 2021) but LLMs outper-
formhuman raters on some tasks, and this necessitates the development of newbenchmarks
such as BIG-bench (Srivastava et al., 2023) by collecting currently unsolvable tasks (tasks on
which LLMs fail to perform well) or creating more challenging tasks. An example for ma-
chine translation evaluation benchmark is Flores-200 (Guzmán et al., 2019), an extension
of Flores-101. The Benchmark consists of 3,001 sentences sampled from English-language
Wikimedia projects for 204 total languages. Approximately one third of the sentences are
collected from each of these sources: Wikinews, Wikijunior, andWikivoyage. The content is
professionally translated into 200+ languages to create Flores-200.

6.2. Knowledge Utilization
Knowledge utilization is the ability to accomplish knowledge-intensive tasks (e.g., common-
sense question answering and fact completion) based on supporting factual information
(Zhao et al., 2023, p. 31). Closed-book Question Answering tasks test the acquired fac-
tual knowledge of LLMs from the pre-training dataset, where LLMs should answer the ques-
tion based on the context without using external information. For example, WebQuestions
dataset48 (Berant et al., 2013) is a question – answering dataset that contains 6,642 question-
answer pairs. The original split had 3,778 examples for training and 2,032 testing instances.
Open-book Question Answering is a task, in which LLMs extract useful information from
the external knowledge base or document collections, and then answer the question us-
ing that information (Zhao et al., 2023, p. 31). OpenBookQA,49 for example, is a dataset
designed to measure the human understanding of a subject. It comprises 5,957 multiple-
choice elementary-level scientific questions (4,957 train, 500 development, 500 test) that as-
sess knowledge of 1,326 key science facts as well as their application to different situations.
For training purposes, the dataset provides a mapping from each question to the basic sci-
ence fact it was designed to evaluate. Answering OpenBookQA questions necessitates broad,
common knowledge.

6.3. Complex Reasoning
Complex reasoning is the ability of understanding and utilizing supporting facts or logic in
order to reach conclusions or make decisions (Zhao et al., 2023, p. 32). Knowledge Reason-
ing refers to the tasks that rely on logical relations and evidence about factual knowledge
to answer the given question. For example, WinoGrande is a large-scale dataset (Sakaguchi
et al., 2021) inspired by the original Winograd Schema Challenge. It consists of 44K prob-
lems adjusted to improve both the scale and the hardness of the dataset. It was constructed
by large-scale crowd sourcing, followed by algorithmic data bias reduction. The dataset is
available50 under Apache license 2.0.

48 https://worksheets.codalab.org/worksheets/0xba659fe363cb46e7a505c5b6a774dc8a
49 https://allenai.org/data/open-book-qa
50 https://github.com/allenai/winogrande
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6.4. SuperGLUE
SuperGLUE (General Language Understanding Evaluation)51 is a benchmark designed to
present a more demanding test of general-purpose language understanding for English. Su-
perGLUE consists of eight language comprehension tasks, a single-number performancemet-
ric, and an analysis toolkit that follow the basic design of GLUE (Wang et al., 2019).
GLUE benchmark (Wang et al., 2018) is a framework for evaluating general-purpose lan-

guage understanding technologies. GLUE is a collection of nine language understanding
tasks based on existing public datasets. It also includes private test data, an evaluation
server, a single-number target metric, and an additional diagnostic set. With regard to a
range of training data volumes, task genres, and task formulations, GLUE was created to
offer a general-purpose evaluation of language understanding.
The eight tasks of SuperGLUE are as follows:
BoolQ (Clark et al., 2020) is a question answering task where each example comprises of a

short passage and a yes/no question regarding the passage paired with a paragraph from a
Wikipedia article containing the answer.
CB (Commitment Bank) (deMarneffe et al., 2019) is a corpus of short texts in which at least

one sentence has an embedded clause, each of which is annotated with the author’s level of
belief in the clause’s truth. The Commitment Bank contains 1,200 examples extracted from
three corpora of different genres including the Wall Street Journal’s news article, the British
National Corpus’ fiction section, and Switchboard’s dialogues.
COPA (Choice of Plausible Alternatives) (Roemmele et al., 2011) is a causal reasoning task.

The 1000 handcrafted questions that make up COPA are based on blogs and an encyclopedia
of photography-related topics. The task is to choose the alternative that more plausibly has
a causal relation with the premise out of the two options for each question.
MultiRC (Multi-Sentence Reading Comprehension) (Khashabi et al., 2018) is a question an-

swering task where each example consists of a context paragraph, a question regarding that
paragraph, and a list of possible answers. Each question can have numerous possible valid
answers, and each question-answer pair has to be evaluated independently. The examples
are from seven domains, including news, fiction, and historical text.
ReCoRD (Reading Comprehension with Commonsense Reasoning Dataset (Zhang et al.,

2018) is a multiple-choice question answering task. Each example includes a news article
from CNN or the Daily Mail, as well as a Cloze-style question about the article in which one
entity is masked out. The system must identify the masked-out entity from a given list of
potential entities.
RTE (Recognizing Textual Entailment) dataset (Poliak, 2020) combines several textual en-

tailment datasets and converts them to two-class classifications: entailment and not entail-
ment. Generally speaking, the task is to determine whether themeaning of one sentence can
likely be inferred from another.
WiC (Word-in-Context) (Pilehvar andCamacho-Collados, 2019) is aword-sense disambigua-

tion task based on sentence pairs drawn from WordNet, VerbNet, and Wiktionary. The aim
is to assess whether a polysemous word used in both sentences is used in the same sense.
WSC (Winograd Schema Challenge) (Levesque et al., 2012) a coreference resolution task

with examples that include a sentence with a pronoun and a list of noun phrases from the
sentence. Out of the options given, the system must choose the proper pronoun referent.
For some languages similar benchmarks were created, GLUE for Chinese (Xu et al., 2020),

Korean (Park et al., 2021), Basque (Urbizu et al., 2022), Bulgarian (Hardalov et al., 2023),
French version (Le et al., 2020), an Indonesian version (Koto et al., 2020), a version for In-
dic languages (Kakwani et al., 2020), Russian SuperGLUE (Shavrina et al., 2020), Slovenian
SuperGlue (Žagar and Robnik-Šikonja, 2022). Significant efforts were made to adhere to the

51 https://gluebenchmark.com
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original GLUE’s guiding principles, spanning a wide range of domains and tasks and includ-
ing language-specific characteristics. However, there aren’t many other languages for which
there are comparable benchmarks.

6.5. BIG-bench
The BIG-bench (Beyond the Imitation Game Benchmark) is a benchmark designed to gener-
ate difficult challenges for large language models so that they can be tested and their poten-
tial predicted (Srivastava et al., 2023). BIG-bench includes more than 200 tasks and human
performance metrics gathered by crowdsourcing. The same metrics were used to compare
model and human performance against gold labels, which were provided by the original
creator of each task. Tasks are diverse, embracing problems from linguistics, childhood
development, math, common-sense reasoning, biology, physics, social bias, software devel-
opment, and beyond. The benchmark tasks are novel, span a wide variety of topics and
languages, and are not fully solvable by current models. The tasks are primarily designed to
evaluate pre-trainedmodels, without task-specific fine-tuning. The BIG-bench GitHub repos-
itory52 includes: the tasks, benchmark API that supports task evaluation on publicly avail-
able models, and evaluation results. Furthermore, BIG-bench Lite is offered as a condensed,
canonical subset of tasks, allowing for a quicker evaluation than on the full benchmark.

6.6. MMLU
MMLU(Massive Multitask Language Understanding) benchmark consists of multiple-choice
questions in English that encompass various branches of knowledge, such as the social hu-
manities, technology, mathematics, engineering and sciences (Hendrycks et al., 2021). There
are 57 tasks in total and the questions (15,908 in total) in the dataset weremanually collected
from freely available sources online. The benchmark is designed to measure knowledge ac-
quired during pre-training by evaluatingmodels in zero-shot and few-shot settings. It ranges
in difficulty from an elementary level to an advanced professional level, and it tests both gen-
eral knowledge and problem-solving abilities. The benchmark is distributed under the MIT
license.53

6.7. HELM
HELM (Holistic Evaluation of LanguageModels) benchmark (Liang et al., 2022) improves the
transparency of languagemodels. The vast space of potential scenarios (26 in total) andmet-
rics were taxonomyzed. A broad subset based on coverage and feasibility was selected, and
a multi-metric approach was adopted with seven metrics (accuracy, calibration, robustness,
fairness, bias, toxicity, and efficiency) to analyze specific aspects (e.g., knowledge, reasoning,
and disinformation). The dataset can be obtained under the Apache License Version 2.0.54

6.8. Key features of Benchmarks as of May 2023
Themajority of the current benchmarks, including those for reading comprehension, yes/no
reading comprehension, commonsense reading comprehension, and logical reasoning, are
designed to test the ability of LLMs to understand the English language. The observations
that benchmarking practices are heavily concentrated on a small number of datasets for

52 https://github.com/google/BIG-bench
53 https://github.com/hendrycks/test
54 https://github.com/stanford-crfm/helm
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each task and that many benchmark datasets flow between multiple task communities and
are leveraged to evaluate progress on tasks for which the data was not explicitly designed
(Koch et al., 2021) can be added to this conclusion.
Benchmarks for multitask language understanding test the ability of language models to

reason across specialized subject domains. Language benchmarks likeGLUEand SuperGLUE
are commonly criticized for not testing languagemodels’ ability to apply the knowledge they
learn across different domains.
An emerging theme in the Artificial Intelligence Index Report 2023 is the observed perfor-

mance saturation across many popular technical performance benchmarks. This is demon-
strated by a comparison between the relative improvement since the inception of the 22
benchmarks (total improvement) and the relative improvement over the previous year. The
improvement registered for all but seven of the benchmarks is less than 5%. Themedian im-
provement within the last year is 4%, while the median improvement since launch is 42.4%
(7 of the benchmarks measure text) (Maslej et al., 2023, p. 114). For instance, superhuman
performancewas achieved on the common SuperGLUEbenchmark less than 18months after
it was produced.
The shortcomings of the current benchmarks are summarized as follows (Srivastava et al.,

2023, 5–6): a) Many benchmarks are narrow in scope, focusing mostly on a single or a small
number of capabilities where language models have previously shown considerable profi-
ciency; b) Recent language-modeling benchmarks have often had short useful lifespans; c)
Many of the benchmarks used today rely on human labeling data collection, which is not
done by experts or by the task authors.

7. Artificial Intelligence Data Kit 2030
Unprecedented advances in artificial intelligence and the development of large language
models, which enable the successful completion of the same and a much wider range of
natural language processing tasks, set new standards for the criteria that language resources
must meet now and in the near future.
Until recently, natural language processing required a variety of specialized language re-

sources to create functional monolingual and multilingual applications, such as monolin-
gual, bilingual, and multilingual corpora, lexical, and conceptual resources. Annotated cor-
pora are often needed to enable machine learning techniques in almost all applications
within the field, and corpora are augmented with additional annotations to convey more in-
formation. These annotationsmaybe about named entities, grammatical structures, or other
application-specific annotations (such as those for summarization or question answering).
The annotated language resources provide computers with the ability to recognize patterns,
train models, and then enhance the underlying algorithms.
A plethora of experiments and papers have repeatedly demonstrated that training large

language models on raw large language datasets can aid models in learning general lan-
guage understanding and generation. Fine-tuning based on pre-trained large languagemod-
els can improve downstream task impacts while avoiding the need to develop downstream
task models from the ground up. The expansion of model scale is aided by the advancement
of computer power, the ongoing innovation of trainingmethods, and the availability of large
language datasets.
A variety of large languagemodels have been introduced in the previous few years such as

dense transformer models (Brown et al., 2020; Rae et al., 2022; Smith et al., 2022; Thoppilan
et al., 2022), the most massive of which have exceeded 500 billion parameters (Smith et al.,
2022; Chowdhery et al., 2022) or even 1 trillion parameters (Ren et al., 2023). Some of the
large language models were trained for about 300 billion tokens (Kaplan et al., 2020; Brown
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et al., 2020) or 780 billion tokens (Chowdhery et al., 2022). PaLM 2 was reported to be a 340
billion parameter model that has been trained on 3.6 tokens.55
There is a trend toward training larger and larger models since expanding language mod-

els has improved the state-of-the-art in many language modeling applications (Hoffmann
et al., 2022, p. 3). Large languagemodels, on the other hand, confront a number of challenges,
such as their conscious computational needs (Rae et al., 2022; Thoppilan et al., 2022) and the
demand for gathering more high-quality training data. Larger, high quality datasets are
expected to play an important role in any further scaling of language models (Hoffmann
et al., 2022, p. 3).
Furthermore, the predicted amount of training data is significantly greater than what is

currently used to train large models, which emphasizes the significance of dataset collect-
ing in addition to engineering improvements that allow for model scale. There is a strong
suggestion that smaller models should have been trained on more tokens to produce the
most performant model. The 70B model Chinchilla was trained with 1.4 tokens, proving the
prediction that a 4 times smaller model should be trained with 4 times as many tokens (Hoff-
mann et al., 2022, p. 2). The 32.5B and 65.2B LLaMAmodels were trained on 1.4 tokens, while
6.7B LLaMA model was trained on 1 trillion tokens (Touvron et al., 2023). Another example
in this direction is 40B Falcon (released in March 2023) trained on 1 trillion tokens.56
Although there has been tremendous recent progress, making it possible to train larger

and larger models, there are studies which imply that dataset scaling needs to receive more
attention: scaling in FLOPs (Hoffmann et al., 2022), in training dataset size (Hoffmann et al.,
2022; Geiping and Goldstein, 2022), and in number of parameters (Chung et al., 2022; Fer-
nandes et al., 2023). Scaling to larger datasets would be advantageous when the data is of
outstanding quality. This necessitates the careful collection of larger datasets with a strong
emphasis on dataset quality.
There is a scarcity of sufficient datasets for all languages, especially for those with lim-

ited resources, both in terms of quantity and quality. There is training data available for
a few languages that are interesting commercially. However, this is not the case for many
(the majority) of the languages, and the available datasets are insignificant compared to En-
glish. Many studies focus on cross-lingual transfer learning in an attempt to mitigate the
impact of this fact (Schuster et al., 2019; Li et al., 2021b). Although such efforts are benefi-
cial, they seldom result in models with similar performance (as in languages with abundant
training data). Additional perspectives might be offered by techniques like MMLM (Multi-
lingual Masked Language Modeling), which has been successfully used to learn multilingual
(or cross-lingual) representations of language (Goyal et al., 2021). No Language Left Behind
also provides several solutions to overcome the lack of publicly available parallel data for
many language pairs (Costa-jussà et al., 2022). The approach involves collecting non-aligned
monolingual data and then using large-scale data mining to find phrases that are likely to be
translations of each other in other languages (Schwenk et al., 2021). A teacher-student train-
ing model is used, which enables for greater language coverage and the creation of huge
amounts of data, particularly for low-resource language (Heffernan et al., 2022). To com-
plement technological and algorithmic advancements, it may be beneficial to develop novel
approaches that also include users more actively in the generation of datasets for training
and evaluation purposes.
In the context of technological advancement and the application of large language models

in all fields of NLP, a proposal to adapt the well-known BLARK to the current conditions
will be inappropriate. Instead, we propose an Artificial Intelligence Data Kit aimed at
specifying the resources required for pre-training and fine-tuning large language models.
We propose a data-driven approach to Artificial Intelligence Data Kit design that inte-

55 https://www.deepmind.com/blog/an-empirical-analysis-of-compute-optimal-large-language-model-training
56 https://falconllm.tii.ae
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grates the best practices of dataset collection with the potential of the latest technologies,
allowing fast collection, cleaning, filtering, and automatic metadata extraction. The avail-
ability of texts (on the web), rather than a predefined model, determines the dynamic ex-
pansion of the datasets, including the growth rate, range of samples, and quantity. The
structure of the datasets is maintained by rich metadata organized into a comprehensive
classification of categories. The rich metadata description makes it simple to create gen-
eral as well as domain- and purpose-specific sub-corpora with a fixed structure or specified
attributes. Thus, the gist of the approach is that AID2030 design should be centered onmas-
sive amounts of mono- and multilingual (and multimodal) datasets and on providing a
detailed metadata description.
The concept of AI Data Kit is based on several criteria:

7.1. Quantity
Quantity: Massive amounts of dynamically updated data that covers a variety of languages,
media types, styles, domains, genres, and topics.
Existing LLMs for which public information is available rely heavily on a mixture of di-

verse textual resources as the pre-training dataset: web pages, conversation data, books and
news, scientific data, and code, which may be categorized as general and specialized data
(Zhao et al., 2023, pp. 11–12). It was observed that most LLMs use general data, such as web-
pages, books, and conversational data, since it is huge, diverse, and relatively easily avail-
able, and it helps improve languagemodeling and generalization abilities. Because of the ad-
vent of the internet, many different types of data may be obtained: general and specialized,
monolingual and multilingual. Conversation data is part of the pre-training data of many
LLMs (Du et al., 2022; Thoppilan et al., 2022; Chowdhery et al., 2022). It can be obtained from
publicly available conversations (Baumgartner et al., 2020) or collected from social media.
The specialized data is classified as multilingual data, scientific data, and code; here, data

from different domains and genres can also be added. Many LLMs have used multilingual
data within their pre-training corpora: NLLB – over 200 languages (Costa-jussà et al., 2022),
PaLM – 124 languages (Chowdhery et al., 2022), BLOOM – 46 languages (BigScience et al.,
2023), LLaMA – 20 languages (Touvron et al., 2023). Such models provide equivalent or
higher performance than state-of-the-art models fine-tuned on the corpus in the target lan-
guage(s) in multilingual tasks, such as translation, multilingual summarization, and multi-
lingual question answering (Zhao et al., 2023, p. 12).
Domain-specific datasets, whether monolingual, bilingual, or multilingual, enable the cre-

ation of domain-specific solutions since businesses require a very specialized vocabulary
that is also quickly expanding over time as novel concepts are founded. The necessity of
a significant amount of data for certain domains and use cases, as well as the necessity of
application-related data, are issues that are closely related to the concept of the quantity of
large training datasets.
The data needed for training, as well as solutions for overcoming data scarcity for under-

resourced languages and domains, are crucial factors in the direction of language equality.
Although severalmachine learning algorithms attempt to reduce the overall reliance ondata,
datasets will keep their importance for training and, consequently, for the fine-tuning and
the evaluation of the quality of the models’ performance. Thus, the focus should be on large
amounts of data that cover a variety of languages,media types, styles, domains, genres,
and topics.
The datasets should be as large as possible in order to support subsampling, with pro-

portions defined for each subset that might be dynamically changed to maximize the perfor-
mance of the pre-trained model. Fine-tuning datasets could also be extracted from the large
language datasets, the inclusion of subsampling in the pre-training or fine-tuning stage is
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part of the overall design of the model training.

7.2. Diversity
Diversity: A wide range of sources: web pages, books, news, patents, code, images, video,
and speech records, enabling the models to learn how to produce appropriate performance
for different scenarios and applications.
Somemodels offer competitive results onmodalities like language, vision, andmultimodal

data. Multimodal models can be evaluated and utilized on different downstream tasks, such
as image or video captioning – describing the content of an input image or video using a
couple of sentences; visual dialogue – talking with humans by holding a meaningful dialog
about the visual content; multimodal machine translation (MMT) – translating the source
language into a different language based on the paired image (Yang et al., 2019); visual ques-
tion answering (VQA) – producing an answer provided with an image and a question; video
language inference (VLI) – aiming at understanding the video and text multimodal data (Liu
et al., 2020); multimodal sentiment analysis (MSA) – attempting to aggregate various homo-
geneous and/or heterogeneous modalities for more accurate reasoning; and so on (Wang
et al., 2023, pp. 22–23). Other applications are: text to image generation (Gafni et al., 2022;
Ramesh et al., 2022; Saharia et al., 2022); speech recognition (Shao et al., 2023); text to video
generation (Singer et al., 2022).
Datasets with multiple modalities convey more information than unimodal datasets, so

machine learning models should improve their predictive performance by processing mul-
tiple input modalities. It has been demonstrated how multimodal datasets can benefit the
development of different NLP tasks (Garg et al., 2022). The strategy of building large mod-
els from all of the data available from many modalities (and languages in current multilin-
gual systems) could be supplemented by the development of smaller models. These smaller
models should be trained utilizing the most diverse set of data available, assisting under-
resourced languages and domains by leveraging expertise from higher-resourced ones.
As previously noted, pre-training data from various domains or contexts contains unique

linguistic properties or semantic knowledge. LLMs can acquire a broad scope of knowledge
and a strong generalization capacity by pre-training on a mixture of text data from diverse
sources (Wang et al., 2023). When mixing diverse sources, the distribution of pre-training
data must be carefully controlled, as it is likely to affect the performance of LLMs on down-
stream tasks (Rae et al., 2022).
Diversity is a horizontal criterion that applies to all modalities. Large language models

have been shown to acquire knowledge in a novel area with relatively small amounts of
training data from that domain (Brown et al., 2020). This suggests that by combining a large
number of smaller, high-quality, diverse datasets, the model’s general cross-domain knowl-
edge and downstream generalization capabilities can be increased (Gao et al., 2020).
Diversity as a criterion for a large language dataset has to be understood as diversity in

the origin of dataset samples, diversity in their content (thematic domains and genres),
language diversity, and diversity in coverage cultural aspects. Such an understanding of
diversity is in compliance with the European Language Equality concept for equal techno-
logical support for all European languages.

7.3. Quality
Quality: Clean and filtered data with no re-duplication or subsumption of samples and no
toxic or biased content.
Large datasets that have been scraped from the web may be corrupted during the extrac-

tion, may be the result ofmachine translation andAI applications, andmay include offensive
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language, biases, or personal data. The quantity (if not the frequency) of such information
grows as datasets get bigger, which makes dataset evaluation important.
Regardless of data modality, several key indicators can be utilized to assess data quality:

technical characteristics (no data interrupted, broken, or lacking content), uniqueness (no
data repetition), non-toxic content (no toxic data, biases, or personally identifiable informa-
tion – PII), and human-generated content.
Existing work generally employs two ways to remove low-quality data from the collected

data: classifier-based and heuristic-based (Wang et al., 2023). The first method involves
training a selection classifier on high-quality data and then using it to identify and filter
out low-quality data (Brown et al., 2020; Chowdhery et al., 2022). Several studies (BigScience
et al., 2023; Rae et al., 2022) employ heuristic-based approaches to eliminate low-quality texts
through a set of well-designed rules, such as language-based filtering, metric-based filter-
ing (evaluation metrics about the machine-generated data), statistic-based filtering (e.g., the
punctuation distribution, symbol-to-word ratio, sentence length, etc.), and keyword-based
filtering (unuseful elements in the text, such as HTML tags, hyperlinks, and offensive words).
It has been found that duplicated data in a corpus would reduce the diversity of language

models, whichmay cause the training process to become unstable and thus affect themodel’s
performance (Hernandez et al., 2022). Therefore, it is necessary to deduplicate the pre-
training corpus (Wang et al., 2023). Deduplication can be conducted at several granularities,
including sentence-level, document-level, and dataset-level. Low-quality sentences with re-
peated words and phrases should be deleted since they may promote repetitive patterns in
language modeling. Existing studies (Lee et al., 2022) largely rely on the overlap ratio of sur-
face features (e.g., words and n-grams overlap) across documents to detect and eliminate
duplicate documents with similar contents.
The pre-training data may consist user-generated content holding sensitive or personal

information, which raises the potential for privacy violations. As a result, personally iden-
tifiable information must be removed from the pre-training dataset. A direct and effective
technique is to use rule-based methods, such as keyword spotting, to discover and eliminate
personally identifiable information, such as names, addresses, and phone numbers (Lau-
rençon et al., 2022). Other techniques such as machine learning are also applied.
Data quality dimensions commonly include, but are not limited to, completeness, valid-

ity, timeliness, consistency, and integrity (Sebastian-Coleman, 2013). Overall, the quality
of a language technology application is (frequently) determined by the quality of the under-
lying or utilized data.

7.4. Structure
Structure: Data and metadata organized in a conceptual graph, allowing the extraction of
different datasets, respectively, for languages with excellent, good, moderate, fragmentary,
and week or no support for language technologies.
The structure of the dataset is ensured by rich metadata, organized into a graph repre-

sentation of categories. The rich metadata description makes it simple to create generic,
domain- and purpose-specific sub-corpora with a set structure or predetermined character-
istics. As a further advantage, graph representation allows flexible extension with new re-
lations and categories and shows where merging or splitting categories is permissible. For
example, it is possible to merge the metadata with a database of books’ descriptions, allow-
ing the automatic assignment of publishing dates or obtaining translations in different lan-
guages. Graph representation will increase interoperability – the capacity to integrate dif-
ferent dataset components so they may be utilized separately or in combination without the
need for further modifications and filters.
The metadata describes the attributes of the samples in the dataset. The importance of
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metadata and the necessity for as much detail as possible in order to establish the relevance
of a particular resource were already emphasized with regard to corpora (Burnard, 2005).
The categorization can be used as a baseline description of the textual data in the proposed
framework:

• Editorial: Information (regarding data samples) with respect to their original source
(title, author, creation date, and so on). Here information about language, direction of
translation (if applicable), etc. can be included.

• Descriptive: Classificatory information for the content and context of the data, such
as type, modality, domain, style, and genre. Such information should most likely be
automatically allocated.

• Administrative: Information regarding the samples and the dataset, such as availabil-
ity, revision status, copyright information, rightsmanagement, and license agreements.

• Statistical: Number of tokens, words, domain-specific words, sentences, size, etc.

A detailed description of metadata categories and their values is offered by the European
Language Grid.57
To increase transparency and accountability in the machine learning community, the con-

cept of datasheets for datasets was proposed. Each dataset should be accompanied by a
datasheet that details its purpose, creation, composition, intended uses, distribution, main-
tenance, and other details (Gebru et al., 2021). Although a template for a dataset datasheet
is also proposed,58 the datasheets themselves contain material similar to that for a scientific
article since they permit open-ended responses to questions about the development, organi-
zation, licensing, etc. of datasets.
The technological advancement in the field of AI NLP is difficult to predict since: the

quick pace of technological development; the lack of open access to some of the innovative
training data, algorithms, and models; and the non-availability of comprehensive regula-
tions of data use. All of these factors simply offer the chance to sketch out anticipated trends
when creating appropriate training datasets and targeting novel applications for language
analysis, generation, and transformation based on natural language understanding and gen-
eration.
The process of gathering, processing, and selecting language and multimodal data is not

simple. The procedure entails not only the collection of disparate data, but also its proper
documentation, filtering, and detoxification. To experiment with datasets of varying com-
position and scale, their metadata must include a minimal set of categories whose values
contain indicative information, such as the source, time of creation, originality, language,
size, thematic domain, genre, purpose, and quality of the resource. The four main activities:
collection, filtering, detoxification, and documentation of data, require serious efforts
and should remain the focus for all European languages, regardless of their current
technological support.

8. Conclusions
Massive amounts of data are necessary for the efficient and productive operation of AI based
businesses and organizations. Institutions, companies, and countries that make investments
in data collection, organization, and storage will benefit in the future. The AI data kit will
facilitate:

57 https://s3.dbl.cloud.syseleven.net/dev-cms/s3fs-public/2021-11/ELG-Deliverable-D2.3-final.pdf
58 https://www.overleaf.com/latex/templates/datasheet-for-dataset-template/jgqyyzyprxth.pdf
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• Research advance: fostering data sharing; focusing on trustworthy, standardized, and
interoperable data; enabling further better modeling of multimodal and multilingual
environments, and showing how modalities can enrich one another.

• Business driving: pouring data into developing AI, enabled by concurrent increases
in high-quality data, computing capability, and high-speed communication links. Small
andmedium-sized businesses that lack the funds to invest in such resources are notably
helped by the targeted provision of multilingual, multimodal data. The findings of a
non-representative survey seeking information from European companies on the use,
development, and vision of AI applications are included in Appendix B.

• Advancement of society: AI applications, in combinationwith other technologies, will
benefit almost every area of daily life, including tailored learning, care for people with
special needs, enhanced communication, and better conditions for work, rest, and en-
tertainment.

• Policy making: Although many future AI advancements will be available on a global
scale, there could be disproportionate differences for nations that support, develop,
and adopt AI. If current legal frameworks were changed to require that all unprotected
language-related data become available, a considerable advancement may be realized.
The AI data kit will clearly demonstrate the demand for investments by displaying the
necessity of diverse data collections for a variety of applications and particular
languages. The interested parties will have the necessary information for the current
situation as well as the next steps required to achieve specific AI solutions.

The unprecedented technological advancements in artificial intelligence and the develop-
ment of large language models, which enable the successful completion of the same and
a much broader range of tasks as “traditional” natural language processing, have estab-
lished new requirements for the criteria that language resourcesmustmeet. To some extent,
BLARK is still relevant when it comes to the technological readiness of under-resourced lan-
guages, for which language resources or tools for their processing are not available or are
available in limited scope.
As large language models become a standard in AI NLP, the language resources that uti-

lize the whole process of the development of LLMs (training large language datasets, fine-
tuning resources, and evaluation benchmarks) should meet new standards both for well-
resourced and under-resourced languages. The reportArtificial Intelligence Data Kit 2030
is regarded as one of the steps in this direction.
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A. Appendix: Strategies and Visions about Artificial
Intelligence (2022–2023)

Over the past year, several national strategies have been updated, and a number of reviews
related to artificial intelligence have been published. The lists and references presented here
upgrade the ones published in ELE’s Report on Existing Strategic Documents and Projects in
LT/AI (Aldabe et al., 2021). The FederalMinistry of the Republic of Austria, the French Science
and Society Association TRACES, the Government of Ireland, and Japan presented strategies
or visions for the development of artificial intelligence until 2030, which include the develop-
ment of artificial intelligence applications for the purposes of various professional activities,
such as the integration of artificial intelligence in science, engineering, medicine, business,
education, and the humanities.
For example, the Artificial Intelligence Mission of Austria until 2030 is to maximize the

benefits of AI for citizens. Austria will invest in various future fields, such as research and
innovation, infrastructure for industrial leadership, qualification, and training. Artificial
intelligence in Ireland is one of six priority programs for which more than €200 million has
been earmarked since 2018. Japan’s 2030 vision is to become a frontrunner in the use of AI
in real-world industries, resulting in increased economic competitiveness.
A number of research groups and institutions provide visions and plans for the devel-

opment and implementation of artificial intelligence in personal and professional life. The
Australian University of Queensland presents analysis and guidance on the use and adoption
of AI; the United Nations Educational, Scientific, and Cultural Organization presents a quick
guide to ChatGPT and artificial intelligence in higher education; etc.
There are somedocuments analyzing the policy of using artificial intelligence aswell as the

moral application of artificial intelligence, rights, and legal compliance (Artificial intelligence
governance and human rights, produced by the Royal Institute of International Affairs in
London, or Artificial Intelligence and Education: A Critical View Through the Lens of Human
Rights, Democracy, and the Rule of Law, published by the Council of Europe, and so on).
As a conclusion about the development guidelines, more ethical discussions, language

models, and AI regulation are the common themes in (national) AI strategies and visions.
There is a trend for collaboration to develop systems and processes thatwill significantly ad-
vance data trust andprofessionalize the data space, with the goal of developing standards
for data and organizational data practices that have the potential to create a step change in
data sharing across organizational and geographical boundaries.
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Organization Title Year
Oxfords Insights Government AI Readiness Index 2022 2022
The Observer Research Foun-
dation

G20.AI National Strategies, Global Ambi-
tions

2022

Stanford University Implementation Challenges to Three Pil-
lars of America’s AI Strategy

2022

TRACES Association, France TRACES – In 2030, Artificial Intelligence
Will Visit Museums?

2022

AI Now Institute, USA AINow2023 Landscape: Confronting Tech
Power

2023

Department for Science, Inno-
vation and Technology, UK

A pro-innovation approach to AI regula-
tion

2023

National Institute of Stan-
dards and Technology, USA

Artificial Intelligence Risk Management
Framework (AI RMF 1.0)

2023

Open Data Institute The ODI five year strategy 2023–2028 2023
Rackspace Technology The 2023 AI and Machine Learning Re-

search Report
2023

The Royal Institute of Interna-
tional Affairs, London

AI governance and human rights 2023

Stanford University Artificial Intelligence Index Report 2023
The United Nations Educa-
tional, Scientific and Cultural
Organization

ChatGPT and artificial intelligence in
higher education: quick start guide

2023

The University of Queensland,
Australia

Navigating AI – Analysis and guidance on
the use and adoption of AI

2023

The University of Queensland,
Australia

Trust in Artificial Intelligence 2023

UNECE White Paper on the use of Artificial Intelli-
gence in Trade Facilitation

2023

Table 2: Institutional AI Strategies and/or Visions (2022–2023)

Country Title Year
Africa Responsible AI in Africa – Challenges and

Opportunities
2022

Council of Europe Artificial Intelligence And Education 2022
EU Regulation 2022/868 OF the EUP and the

Council on European data governance
and amending Regulation 2018/1724 (Data
Governance Act)

2022

Ireland Impact 2030 – Ireland’s Research and In-
novation Strategy

2022

Japan Japan AI Strategy 2022 2022
Sweden AI Vision White paper 2022
UK The UK’s AI Strategy: Where AreWe Now? 2022
US Strengthening and Democratizing the U.S.

AI Innovation Ecosystem
2023

Table 3: National and Regional AI Strategies and/or Visions (2022–2023)
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B. Appendix: Survey Artificial Intelligence Data Kit
A non-representative survey (named after the project’s name) was planned and conducted
among representatives of companies that create or utilize applications in the field of AI NLP.
The purpose of the study is to outline the industrial sectors in which some applications

of AI NLP have already entered, the expectations for AI development in individual indus-
trial sectors and in the various stages of creation and sale of goods, as well as the vision for
the future of AI NLP. The survey was sent exclusively to the European companies that have
already shown interest in AI NLP.
Survey was spread among representatives of 258 companies from 26 countries, includ-

ing Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland,
France, Germany, Greece, Ireland, Italy, Latvia, Lithuania,Malta, Netherlands, Norway, Poland,
Portugal, Slovakia, Spain, Sweden, Ukraine, and the United Kingdom.
The sector distribution of the selected companies is as follows: Computer software – more

than 100 companies; data processing services, financial services, healthcare, and technology
– between 20 and 40 companies; e-commerce, marketing and advertising, telecommunica-
tions, transportation, travel and tourism, supply chain and logistics, insurance, and customer
service – below 20 companies.
Amongmain areas of operation of respondents computer software dominates with 32,3%,

followed by data processing services with 29%. Telecommunication and financial services
are less represented with 6,5%, the same counts for healthcare and marketing and adver-
tising with 3,8%. The result, to some extent, corresponds with the distributions of domain
areas among target companies (Figure 2).
The selected solutions based on language technologies are: customer support – 26,7%, de-

cision support systems – 20%, dynamic datamodeling – 11,1%, multilingual analysis – 15,6%,
and virtual agents – 17,8% (Figure 3).
The range of technologies already employed reflects diversity in responses. Conversa-

tional intelligence is selected by 9% of the respondents, data analytics (monitoring, trends,
prediction-making, etc.) by 15,7%, data transformation (extraction, summarization, transla-
tion, speech to text, etc.) by 13,5% and deep learning by 15,7%. Under 10% are the selections
of emotion artificial intelligence, event detection, image and video processing, intent analy-
sis, natural language understanding, sentiment analysis and speech processing (Figure 4).
Most of the companies (65%) support between one and five languages, 10% – only one, and

25% – more than five languages (Figure 5). 45.5% of the companies adjust already available
solutions, 36.4% develop in-house solutions, and 18.2% buy ready-to-use solutions (Figure 6).
Further benefit from AI development is seen in automated helpdesk – 20,4%, customer

interactions – 14,3% and marketing – 12,2%. Other AI developments, such as document
management, business-to-business interactions, logistics, onboarding new customers, pur-
chase and payment management, robotic process automation, supply chain management
and workforce management remain under 10% (Figure 7). It is noteworthy that the inter-
action with customers occupies an important part of the expectations for the future intro-
duction of AI technologies in business, which is also in line with the results of a significantly
more representative survey made in 2022, where customer service analytics and customer
segmentation are respectively in third and fourth place among all use cases.59 Overall, the
findings of the survey show that AI-based language technologies are being used in various
European businesses, and their development is expected to expand. The multilingualism
is striking; only 10% of the companies that use AI-based solutions operate in only one lan-
guage, while the majority are between one and five languages, and the cases of operating in
more than five languages amount to 25%.

59 https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai-in-2022-and-a-half-decade-in-review
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Figure 2: Survey: Which industries are your main areas of operation?

Figure 3: Survey: Does your company use solutions based on Language technologies?
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Figure 4: Survey: Which technologies are already employed?

Figure 5: Survey: How many languages are supported?
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Figure 6: Survey: What do you prefer when integrating new technologies?

Figure 7: Survey: Which areas of your business can further benefit from AI development?
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