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Abstract
This report on Europe’s Sign Languages is part of a series of language deliverables developed
within the framework of the European Language Equality (ELE) project. The series seeks to
not only delineate the current state of affairs for each European language, but to additionally
identify the gaps and factors that hinder further development in research and technology.
The survey presented here focuses on the condition of Language Technology (LT)with regard
to Europe’s Sign Languages, a set of languages often forgotten in the context of European
Language Equality.
With the rise of the deep learning paradigm in artificial intelligence, sign language tech-

nologies become technologically feasible, provided that enough data is available to feed this
data-hungry paradigm. It is exactly the quality and quantity of data that is the main bottle-
neck in development of well performing and useful technologies.
In the past, there have been several projects aimed at developing sign language tech-

nologies and methodologies that have been deemed of little value by the deaf communities.
Co-creation and involvement of deaf communities throughout projects and development of
technologies ensures that this does not happen again.

1. Introduction
This study is part of a series that reports on the results of an investigation of the level of sup-
port the European languages receive through technology. It is addressed to decision makers
at the European and national/regional levels, language communities, journalists, etc. and it
seeks to not only delineate the current state of affairs for each of the European languages cov-
ered in this series, but to additionally – and most importantly – identify the gaps and factors
that hinder further development of research and technology. Identifying such weaknesses
will lay the grounds for a comprehensive, evidence-based, proposal of required measures
for achieving Digital Language Equality in Europe by 2030.
To this end, more than 40 research partners, experts in more than 30 European languages

have conducted an enormous and exhaustive data collection procedure that provided a de-
tailed, empirical and dynamic map of technology support for our languages.1
This Report onEurope’s Sign Languages has beenwritten under the initiative of the SignON

project,2 in cooperation with the EASIER project,3 two large European research projects that
focus on automatic sign language translation.
The report has been developed in the frame of the European Language Equality (ELE)

project. With a large and all-encompassing consortium consisting of 52 partners covering
all European countries, research and industry and all major pan-European initiatives, the
ELE project develops a strategic research, innovation, and implementation agenda as well
as a roadmap for achieving full digital language equality in Europe by 2030.

2. Europe’s Sign Languages in the Digital Age
More than 70 million people worldwide are deaf (World Federation of the Deaf, 2023). In
Europe alone, for approximately half a million of deaf and hard of hearing (DHH) people,
sign languages are the main or preferred means of communication (Pasikowska-Schnass,
2018).
1 The results of this data collection procedure have been integrated into the European Language Grid so that they

can be discovered, browsed and further investigated by means of comparative visualisations across languages.
2 https://signon-project.eu
3 https://www.project-easier.eu
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2.1. What are sign languages?
Sign languages are fully-fledged languages, each composed of their own unique lexicon and
grammatical principles. These languages arise naturally among deaf communities, indepen-
dent of the surrounding spoken languages.4 They are not a derivation from nor a version
of spoken languages (Vermeerbergen, 1997, 2006; Vermeerbergen et al., 2007; Baker et al.,
2016). Given that sign languages arise like this around the world in different deaf communi-
ties, there is no universal sign language (much as there is no universal spoken language). In
fact, inmany countriesmultiple sign languages are recognised andused by culturally distinct
groups; for example in the north of Belgium, Flemish Sign Language (Vlaamse Gebarentaal)
is used while in the south of Belgium, French Belgian Sign Language (Langue des signes de
Belgique francophone) is used.
While spoken languages largelymake use of the oral-auralmodality, sign languages exploit

the visual-gesturalmodality. As a result, sign languages draw on their own, specific linguistic
mechanisms (Meier, 2002).
Signers use visible articulators to communicate: the hands, face, torso and other parts of

the body are needed for the communication production whereas the eyes (and/or hands, in
the case of tactile sign languages used by deafblind people) are needed to perceive a signed
message.
Signs consist of manual and non-manual parameters or building blocks. Manual parame-

ters are the handshape, orientation, movement and location (Baker et al., 2016). Non-manual
parameters are movements of the face and body e.g. mouth gestures, and/or facial expres-
sions (Vermeerbergen, 1997; Baker et al., 2016).
Critical to linguistic expression in the visual-gestural modality is the so called ‘signing

space’: the space in front of, next to and above the body of the signer, in which signs are pro-
duced. Sign languages organise linguistic expression within this space, and the placement
andmovement of signs within the signing space are integral to sign language grammars. For
example, many sign languages exploit movement through space to convey verb agreement,
or use space for tracking referents through discourse (Vermeerbergen, 1997).
Another linguistic particularity is the potential for simultaneous organization in sign lan-

guages, in contrast to the largely sequential information order of spoken languages. This
means that when using both hands at the same time, signers can convey two different mes-
sages simultaneously, e.g. when the signer first points towards their interlocutor with the
index finger of their right hand, and while holding this pointing sign, produces the sign for
DRINK5 with their left hand. When the signer raises their eyebrows during this utterance,
they are asking a polar question. In this case, you know that the signer asks this question to
this interlocutor (“you”, first item of information) and that they would like to know whether
this interlocutor would like to drink something (second item of information). Speech alone
cannot relay these two distinct items of information simultaneously (Vermeerbergen, 1997;
Vermeerbergen et al., 2007), but speakers can of course also use such non-verbal means for
communication.
Besides the simultaneous organisation, sign languages are characterised by a lexicon that

is partly “frozen” and partly “productive”. A frozen or lexical sign is conventional in form
(i.e. fixed parameters) and meaning (Baker et al., 2016). A productive sign can be described
as a “mix ‘n match sign” (Brennan, 1990), because a signer himself selects and combines the
building blocks on the spot to convey a particular meaning in a specific context. Thus, the
meaning of a productive sign depends on the context: the same productive sign can convey
another meaning in a different context (Baker et al., 2016).

4 Note that we use the term spoken languages to denote natural languages which use sound as their primary
medium of communication, irrespective of whether they are considered in their auditive (speech) or written
form.

5 Capital letters are conventionally used in sign language linguistics to represent signs.
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The relation between the form and meaning of a sign can be motivated or not. When the
form of the sign (e.g. the handshape) refers to the concept expressed by the sign (e.g. the
sign for APPLE has a handshape that denotes the round form of an apple), then this sign
is called an “iconic” sign. As sign languages are produced and perceived in a visual-spatial
modality, elements of visual iconicity are highly integrated into linguistic structures (Baker
et al., 2016).

2.2. How sign languages differ from spoken languages
The most blatantly obvious way in which sign languages and spoken languages differ from
one another is their modality, as mentioned above. Other more intangible linguistic and
cultural differences stem from centuries of linguistic and societal oppression. The ‘hidden’
existence of sign languages and their almost non-existent roles within larger society shaped
these languages and the cultures of their users (De Weerdt et al., 2003; Ladd, 2003; Vermeer-
bergen and Van Herreweghe, 2008; Beelaert et al., 2009).
For a long time, sign languages were not seen as full, natural languages (Vermeerbergen,

2006). Only in the 1950’s did people start researching sign languages, from which grew a
(renewed) appreciation for these languages (De Weerdt et al., 2003; Vermeerbergen, 2006;
Baker et al., 2016). The fact that sign languages were —and often are —not treated equally
to spoken languages impacts many areas in the lives of deaf people, for example language
acquisition and education. Since 90 to 95 percent of deaf children are born to hearing par-
ents and the use of sign language in the upbringing and education of deaf children was often
not considered desirable (sometimes even detrimental), many deaf children acquired sign
language from (slightly older) peers in school contexts, instead of their parents or teachers
(Plann, 1997; Beelaert et al., 2009; Baker et al., 2016). In many cases, deaf children do not re-
ceive adequate early access to sign languages, and as a result experience delayed language
access (Hall, 2017; Lillo-Martin and Henner, 2021). Thus, the importance of early interven-
tion, visual communication and accessible language input with regards to deaf children is
critical (Wille, 2021). In addition to using sign language, being surrounded by a majority
spoken language also means most deaf people grow up to be functionally bilingual in both
(at the very least to some degree) (Baker et al., 2016).
Comparing the lexicon of a spoken and sign language, it seems that the number of estab-

lished or frozen lexemes of most sign languages, i.e. signs that are conventional in form and
meaning, are smaller than with most spoken languages (Vermeerbergen, 2006). This may
be due to several reasons. For example, when certain topics are not usually discussed in a
language or in its community, e.g. when (certain) subjects are never taught in said language,
it is possible that lexemes for certain specific concepts never naturally develop (Vermeerber-
gen, 1997). This may contribute to specific lexical gaps that can be observed for most sign
languages. Another reason may be the lack of a standardised written form and the fact that
video technology for sharing signs is relativelymodern. However, it is important to note that
signers have a wide variety of strategies at their disposal to fill these lexical gaps. Sign lan-
guages offer more flexibility when it comes to adapting and reusing signs in different ways
and combining building blocks in novel ways to express nuance or new concepts, i.e. the
productive lexicon as mentioned above.

No standardised writing system All these factors also play a role in how sign languages
are documented. As there are no commonly accepted written forms of sign languages out-
side academic contexts, sign language resource creators encounter the challenge of how to
represent information. Existing notation systems, such as HamNoSys (Hanke, 2004), used in
research mainly focus on the exact phonetic representation of signs, but are too complex for
both (quick) production and reading of longer passages.

WP1: European Language Equality – Status Quo in 2020/2021 3
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As a compromise, researchers work with several keywords for dictionary translations or
transcribe longer stretches of sign language data using ID-glosses, which represent each sign
through a spoken languageword that approximates itsmeaning, followedby anumber or let-
ter to distinguish different signs that share a meaning, e.g. the glosses TREE1, TREE2, TREE3
are used to transcribe different variations of signs with the meaning ‘tree’. The same sign is
always transcribed using the same gloss. Unlike full translations, glosses lack some kinds of
grammatical information, are context-independent andmaydeviate from the givenmeaning
in context. Therefore glosses should never be seen as valid translations, as some informa-
tion would be lost in translation, such as the actual number of signs and order in which they
occur, even when the translation would require more or fewer words or a different word
order. For example, a specific utterance in German Sign Languagemay be translated as “The
cat is on the table” and be glossed as TABLE1 CAT3 INDEX1.
Additionally, most dictionary creation projects for sign languages have been solely focus-

ing on established lexicons, missing out on other aspects, e.g. not taking productive signs into
account. This does, however, not showcase the full richness or potential of a sign lexicon.
The lack of comprehensive documentation, paired with the scarcity of other high-quality

sign language data, complicates further research and technical advancement like machine
translation (MT) for sign languages.

2.3. Adoption and acceptance of technologies by deaf communities
With digital communication on the rise and new technological tools available, deaf individ-
uals in Europe now have more opportunities to use language technologies for accessibility
purposes and to translate information between spoken/written languages in a multilingual
context. Deaf communities quickly adopt communication breakthroughs that offer accessi-
bility and independence, such as teletypewriters, fax machines, text messaging, and video-
calling, as these technologies allow direct communication without intermediaries.
Like many, deaf people also use text-to-text MT tools such as Google Translate6 or DeepL7

to translate between different languages, for either personal or professional purposes. Deaf
persons also make creative use of some technologies, or in some cases, using them in ways
other than the intended use, to match accessibility needs, for example:

• Transcription and automatic subtitling features, using those apps as a support for both
accessibility and note-taking by saving a meeting transcription afterwards, to lighten
the workload.

• Using built-in functions in other ways than were intended such as speech-to-text by
asking an interlocutor to use the Dictation function in an iPhone in a note-taking app,
even though this specific function was not intended to be used as a tool for accessibility
but for the ease of hearing people.

• Other apps: Specific apps to be able to write text on amobile device, either in a big font
app or in a default note app, to make it easier to read for interlocutors, as an evolved
method of writing back and forth on paper.

Adoption of technologies by deaf persons is influenced by a variety of factors, such as
accessibility, affordability, availability and ease-of-use. These requirements also apply to
hearing people. This demonstrates that contrary to popular belief, deaf individuals are not
resistant to technologies. In fact, it is more accurate to note that most technologies have
systematically excluded deaf people: for decades, many technological advancements have

6 https://translate.google.com/
7 https://www.deepl.com/translator

WP1: European Language Equality – Status Quo in 2020/2021 4

https://translate.google.com/
https://www.deepl.com/translator


D1.40: Report on Europe’s Sign Languages

been increasingly centred around audio, leading to more barriers to participation for the
deaf community. From telephones and radios to speakers and the latest technologies like
Alexa, these devices are not accessible to those who are deaf. As a result, there is a growing
need for technologies that cater to the unique communication needs of the deaf community,
particularly in the realm of sign language recognition and translation.
It is worth noting that while numerous researchers are not deaf and do not have an in-

depth understanding of sign language or deaf culture, they may still research technologies
aimed at aiding deaf individuals. However, it is essential to acknowledge that a lack of fa-
miliarity with the specific linguistic and cultural aspects of sign languages and deaf commu-
nities can fail to consider these elements appropriately. Consequently, certain technologies
may be perceived as ineffective or flawed by the deaf community, despite being praised by
individuals who are not familiar with the challenges faced by deaf individuals.
There is a perfect illustration of this issue: Sign language gloves, claiming to translate sign

language to text or speech in real-time, are not helpful for the deaf community (Erard, 2017).
They fail to capture the full range of signs used in sign languages, including linguistic pa-
rameters beyond the hands, such as facial expressions. Moreover, they place the burden of
communication on the deaf person who has to wear the glove to “fit into society”. A similar
project about a robotic arm developed by hearing students to“help” deaf people by finger-
spelling words is not a sign language translation and only facilitates one-directional com-
munication. Furthermore, they did not consider user-friendliness, as people do not want to
haul around communication tools which are substantial in size.
Tomitigate development issues such as these, it is important to prioritise a genuine and in-

clusive involvement of the deaf communities in the research process, as opposed to tokenistic
involvement. This can help to avoid making assumptions about sign languages and deaf cul-
tures, and can ensure that user-friendliness is a priority and thus encourage adoption of the
technology. It is important for researchers to reflect on the reasoning and methods behind
their projects. Some red flags for research and development, which are often named by deaf
communities, to consider include:

• Adopting a paternalistic approach, such as aiming to “help fix” communication issues
for deaf individuals.

• Holding biased views on how technology should be used by the deaf community, as-
suming that they simply need to adjust to the technology.

• Maintaining outdated or discriminatory beliefs about deaf communities and sign lan-
guages, including the use of discriminatory terminology such as “deaf and dumb” or
referring to hearing people as “normal people”.

• Design and development without consulting members of deaf communities/sign lan-
guage users for a technology that is supposed to be for them or involving them only at
the end of the project, leading to being unaware of what is really needed and following
mistaken assumptions about what will suffice for accessibility.

• Neglecting to involve deaf experts, who play a crucial role in identifying the barriers
that deaf individuals face with technologies and user-friendliness.

• Failing to involve sign language linguistswhopossess a deepunderstanding of the struc-
ture, grammar, and syntax of sign languages.

By avoiding these potential issues, researchers can better ensure that their projects are
respectful, inclusive, and effective for the deaf communities. This way, deaf communities
are open to embrace new (language) technologies that are designed for, and with, them. The
right digital tools enable deaf persons to enjoy an increased accessibility and communication
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with a greater independence. At the same time, society increases its awareness and under-
standing of the unique needs and perspectives from deaf people, which will in turn lead to
a greater inclusivity and a greater language equality for sign languages.

3. What is Language Technology?
Natural language8 is themost common and versatile way for humans to convey information.
We use language, our natural means of communication, to encode, store, transmit, share
and process information. Processing language is a non-trivial, intrinsically complex task, as
language is subject to multiple interpretations (ambiguity), and its decoding requires knowl-
edge about the context and the world, while in tandem language can elegantly use different
representations to denote the same meaning (variation).
The computational processing of human languages has been established as a specialised

field known as Computational Linguistics (CL), Natural Language Processing (NLP) or, more
generally, Language Technology (LT). While there are differences in focus and orientation,
since CL is more informed by linguistics and NLP by computer science, LT is a more neutral
term. In fact, LT is largely multidisciplinary in nature; it combines linguistics, computer sci-
ence (and notably AI), mathematics and psychology among others. In practice, these commu-
nities work closely together, combining methods and approaches inspired by both, together
making up language-centric Artificial Intelligence.

Language Technology is the multidisciplinary scientific and technological field that
is concerned with studying and developing systems capable of processing, analysing,
producing and understanding human languages, whether they are written, spoken or
signed.
With its starting point in the 1950s with Turing´s renowned intelligent machine (Turing,

1950) and Chomsky´s generative grammar (Chomsky, 1957), LT enjoyed its first boost in the
1990s. This period was signalled by intense efforts to create wide-coverage linguistic re-
sources, such as annotated corpora, thesauri, etc. which were manually labelled for various
linguistic phenomena and used to elicit machine readable rules which dictated how lan-
guage can be automatically analysed and/or produced. Gradually, with the evolution and
advances in machine learning, rule-based systems have been displaced by data-based ones,
i. e., systems that learn implicitly from examples. In the recent decade of 2010s we observed
a radical technological change in NLP: the use of multilayer neural networks able to solve
various sequential labelling problems. The success of this approach lies in the ability of neu-
ral networks to learn continuous vector representations of the words (or word embeddings)
using vast amounts of unlabelled data and using only some labelled data for fine-tuning.
In recent years, the LT community has been witnessing the emergence of powerful new

deep learning techniques and tools that are revolutionising the way in which LT tasks are
approached. We are gradually moving from a methodology in which a pipeline of multiple
modules was the typical way to implement LT solutions, to architectures based on complex
neural networks trained with vast amounts of data, be it text, audio or multimodal. The
success in these areas of AI has been possible because of the conjunction of four different
research trends: 1) mature deep neural network technology, 2) large amounts of data (and
for NLP processing large and diverse multilingual data), 3) increase in high performance
computing (HPC) power in the form of GPUs, and 4) application of simple but effective self-
learning approaches.

8 This section has been provided by the editors. It is an adapted summary of Agerri et al. (2021) and of Sections 1
and 2 of Aldabe et al. (2021). It has been further adapted towards sign language technology by the authors of
this paper.
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For spoken languages, LT is trying to provide solutions for the following main application
areas: Text analysis, speech processing, machine translation, information extraction and
information retrieval, natural language generation, and human-computer interaction.
For sign languages specifically, the following areas are most relevant:

• Sign Language Recognition (information extraction from sign language) aims at en-
abling a computer to identify signs produced by sign language users allowing humans
to communicate with electronic devices through sign language.

• Sign Language Synthesis aims at generating a signedmessage through a virtual signer
or avatar.

• Sign Language Translation aims at the automatic translation from and to a sign lan-
guage (in all possible combinations): from sign language to spoken/written language,
from spoken/written language to sign language, as well as from sign language to an-
other sign language.

LT for spoken languages is already fused in our everyday lives. As individual users we
may be using it without even realising it, when we check our texts for spelling errors, when
we use internet search engines or when we call our bank to perform a transaction. It is an
important, but often invisible, ingredient of applications that cut across various sectors and
domains. To name just very few, in the health domain, LT contributes for instance to the
automatic recognition and classification of medical terms or to the diagnosis of speech and
cognitive disorders. It is more and more integrated in educational settings and applications,
for instance for educational content mining, for the automatic assessment of free text an-
swers, for providing feedback to learners and teachers, for the evaluation of pronunciation
in a foreign language and much more. In the law/legal domain, LT proves an indispens-
able component for several tasks, from search, classification and codification of huge legal
databases to legal question answering and prediction of court decisions.
When aiming at equal facilities for all European languages by 2030 it is therefore

of utmost importance that such technologies are being developed not only for spoken
languages but also for Europe’s sign languages.
The wide scope of LT applications evidences not only that LT is one of the most relevant

technologies for society, but also one of the most important AI areas with a fast growing
economic impact.9

4. Language Technology for Europe’s Sign Languages

4.1. Language Data
The two main types of sign language resources are lexical resources and corpora. Lexical
resources, such as dictionaries, describe individual signs, while corpora collect recordings of
actual language use, such as signed conversations. Often, corpora supplement the recordings
with annotations of what signs are being used and with translations into other languages.

9 In a recent report from 2021, the global LT market was already valued at USD 9.2 billion in 2019 and is
anticipated to grow at an annual rate of 18.4% from 2020 to 2028 (https://www.globenewswire.com/news-
release/2021/03/22/2196622/0/en/Global-Natural-Language-Processing-Market-to-Grow-at-a-CAGR-of-18-4-
from-2020-to-2028.html). A different report from 2021 estimates that amid the COVID-19 crisis, the global
market for NLP was at USD 13 billion in the year 2020 and is projected to reach USD 25.7 billion by 2027,
growing at an annual rate of 10.3% (https://www.researchandmarkets.com/reports/3502818/natural-language-
processing-nlp-global-market).
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For a detailed overview of relevant lexical and corpus resources, see the EASIER Report on
Datasets for the Sign Languages of Europe (Kopf et al., 2021),10 aswell as the CLARIN resource
family of sign language resources.11

4.1.1. Lexical Resources

Online dictionaries have been created for a number of sign languages. These lexical re-
sources usually consist of a website containing short single sign videos linked to a specific
gloss, or to a (written) translation of the sign in a spoken language. Due to the strong regional
and dialectal variation in the vocabulary of many sign languages, one gloss/translation is of-
ten linked to multiple synonymous signs. Some dictionaries also provide definitions (in spo-
ken or, less common, in signed language), examples or other types of information, although
this is still rare. Due to the lack of established written forms for sign languages, most dic-
tionaries can only be searched via the spoken language text of translations/glosses. Search
tools aimed at features inherent to sign languages, such as handshapes and movement, are
rare, and webcam-based video search is still in the stage of experimental prototypes.
During the process of corpus annotation, dictionaries can be helpful to identify signs and

ensure that they are consistently annotated with the same ID-gloss. A common workflow is
to link a lexical database containing the dictionary content directly to the annotations in the
transcript. An example of this workflow is how the annotation software ELAN (Wittenburg
et al., 2006)12 can be linked to a Signbank13 lexical database as its underlying vocabulary.

Example Dictionary In the following, the Swedish Sign Language Dictionary (SSLD) (Mesch
et al., 2012; Svenskt teckenspråkslexikon, 2023) will be used as a case study to discuss various
aspects of lexical sign language resources. The SSLD was created in 2008 at the University of
Stockholm and includes over 20,000 public entries; it is a constantly growing resource. Signs
can be searched via keywords in Swedish or English.
The SSLD is a rich resource with each entry providing detailed information for a sign (see

Fig. 1). Every entry contains some or all of the following fields:14

• A video showing the citation form of the sign— as movement is an integral part of sign
languages, static pictures are not an adequate way of depicting signs.

• A number of videos in Swedish Sign Language, providing a) usage examples, b) defini-
tions and c) discussions of the origins of a sign.

• A phonetic definition of the sign, given both as a Swedish text description and as pho-
netic transcription using a notation specifically designed for Swedish Sign Language.

• The topics that are associated with the sign.
• Mouthings accompanying the sign, depicted as pictures and using abstract text labels.
• A unique ID to reference the entry unambiguously in other resources.
• The sign’s gloss name used in the Swedish Sign Language Corpus sts-korpus (see Sec-
tion 4.1.2).

• Number of occurrences of the sign in dictionary, corpus and survey materials, plus a
link to a concordance view of sign occurrences in the sts-korpus.

10 The contents of this report have also been integrated into the regularly updated Sign Language Dataset Com-
pendium (Kopf et al., 2022a), located at https://www.sign-lang.uni-hamburg.de/lr/compendium/

11 https://www.clarin.eu/resource-families/sign-language-resources
12 https://archive.mpi.nl/tla/elan
13 https://github.com/signbank/
14 This information is documented at https://teckensprakslexikon.su.se/information/manual/sidan-enskilt-tecken
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Figure 1: Entry in the Swedish Sign Language Dictionary for the sign meaning sign language
(Swedish: teckenspråk). The top part shows a video of the base form of the sign
plus a description, formal identifiers, phonetic transcription and corpus informa-
tion. The bottom shows a usage example of the sign in a full sentence. Additional
examples can be selected on the right.

• A link to phonological variants and signs with the same meaning.
• Information on when the entry was last updated.

As mentioned before, the SSLD is an unusually detailed resource that contains consider-
ably more information than the majority of online dictionaries for sign languages.

Another form of lexical database are wordnets (Fellbaum, 1998), which are semantic net-
works providing lexico-semantic relations between the words or signs of a language. In-
formation is structured based on concepts, rather than words, assigning each word/sign to
all concepts it can represent, grouping it together with other words/signs that represent the
same concept. In some cases, cross-compatibility for wordnets of different languages is es-
tablished through interlingual indices that establish equivalence between concept entries
(Bond and Foster, 2013; Bond et al., 2016). For sign languages, wordnets have been consid-
ered for a while (Ebling et al., 2012; Shoaib et al., 2014), but little data has yet been published.
At the time ofwriting, small datasets for Greek, British andGerman Sign Language have been
released (Bigeard et al., 2022), while datasets on Flemish Sign Language (Schuurman et al.,
2023) and American Sign Language (Lualdi et al., 2021) are still in production.
Another form of lexical resource, one which is important in sign language synthesis, is a

lexicon of glosses and the description of the associated signs in a formal language that allows
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to drive themovements of an avatar, such as SigML (Kaur andKumar, 2016). Only fewof such
resources are available. An example for Sign Language of the Netherlands is Esselink et al.
(2022).

4.1.2. Corpora

The term ‘corpus’ refers to a slightly different concept in sign language linguistics than in spo-
ken language linguistics. Modern linguistic corpora are machine-readable and maximally
representative of the language and its users. Sign language linguists refer to any collection
of video recordings that they base their analysis on a corpus, most of them too small to be
representative and/or machine-readable (Fenlon et al., 2015). This is partly due to the lack
of a written form for signed languages (see Section 2.2) which means that video recordings
are the only way to accurately represent signed content. These recordings are usually ac-
companied by gloss transcriptions and/or translations into spoken languages, although the
substantial labour cost of creating such annotations means that most corpora can only pro-
vide them for parts of their data.
The level of detail and amount of linguistic factors consideredwithin annotations also vary

widely across corpora. As shown in Kopf et al. (2022b), manual signs are covered by almost
all annotations, non-manuals are annotated less frequently and grammatical aspects, such
as part of speech (POS) or dependency syntax, can seldom if ever be found, in part because
for some phenomena like POS, no consensus has yet been reached for their theoretical defi-
nition. As there are few commonly agreed annotation standards, transcripts of various cor-
pora differ in their approach (De Sisto et al., 2022). One commonly established best practice
is to use ID-glosses (see Section 2.2) and link them to a lexical database.
Sign language data are often accompanied by translations into the spoken language of the

same geographical area. These are full translations between two natural languages, and
not a transcript of the sign language: There is no one-to-one alignment between individual
signs and their translations, and the two languages have different grammars, so alignment
between translation equivalents is only possible at the utterance level.
As sign language corpora depend on the use of video recordings that show their partic-

ipants, all corpus data are sensitive and must take participant privacy into account. Full
anonymisationwhile retaining sufficient language information is not possible, although ano-
nymisation of personally identifiable information can be achieved by, e.g. blacking out criti-
cal parts (Isard, 2020). Dataset creatorsmust take into account their ethical and legal respon-
sibilities towards their participants (Harris et al., 2009; Crasborn, 2010; De Meulder, 2021),
which by definition are part of a linguistic (and usually cultural) minority group.
Most linguistic corpora offer open access for at least parts of the available data; for some

of them registration or an individual license agreement is required (issues of acquiring sign
language datasets are further discussed in De Sisto et al. (2022)).

Example Corpus As an example of a sign language corpus, consider the Swedish Sign Lan-
guage Corpus.15 It was collected as part of the STS Corpus project, based at Stockholm Uni-
versity. The corpus consists of 25 hours of semi-spontaneous dialogues and narratives by 42
informants. The informants are from three regions in Sweden and aged between 20 and 82.
By the end of the three-year project, 14% of the corpus material —corresponding to 2 hours
and 30minutes—had been annotatedwith glosses and a translation into Swedish. The anno-
tation comprised 3,600 different signs and approximately 25,500 tokens (Mesch et al., 2012).
The corpus can be viewed through the Swedish-language online interface STSkorpus,16

which provides a transcript viewer and a text-based search tool. Users can search for glosses
15 https://www.su.se/english/research/research-projects/swedish-sign-language-corpus
16 https://teckensprakskorpus.su.se
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Figure 2: STSkorpus search result for “teckenspråk” (sign language). Matched glosses are
shown as a concordance view with neighbouring glosses.

in the corpus transcripts. Search results are shown as a concordance view, i.e. each match
is shown in the context of its neighbouring glosses, to help users select a relevant transcript
(see Fig. 2). Selecting amatch opens its transcript at the corresponding point in the recording.
The transcript viewer shows the recordings as well as annotation tiers for glosses and trans-
lations. Separate tiers are provided for each signer as well as for which hand they produced
a sign with (see Fig. 3). As the recording is played, the annotation scrolls along to match the
video.
STSkorpus is also connected to Swedish Sign Language Dictionary (see Section 4.1.1). Click-

ing on a gloss in the transcript viewer pops up basic dictionary information for that sign
(video, description, phonetic transcription) and allows users to move to its full entry in the
dictionary or search STSkorpus for other occurrences.

As can be seen through the example of the Swedish Sign Language Corpus, sign language
linguistic corpora are very rich in the data they provide, but very small compared to many
spoken language corpora. Additionally, they are mostly multilingual in the sense that target
and meta language are not the same, but usually cover only one sign language. Notable
exceptions are Dicta-Sign (Efthimiou et al., 2012) and ECHO (Brugman et al., 2004) that cover
multiple sign languages.

4.1.3. Quality of the sign language data

Most of the sign language corpora, dubbed as e.g. the Corpus VGT, the BSL Corpus, the Corpus
NGT, and theDGSCorpusmainly consist of data producedbymembers of the deaf community
forwhom their sign language is their primary or preferred language. In the context of spoken
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Figure 3: STSkorpus transcript viewer, showing a recording and its annotations. When
played, the annotations move along to match the video.

languages, wewould consider these speakers as native17 speakers or L1 speakers, but for sign
language we use authentic.
Another set of sign language resources is available that consists of data in which sign lan-

guage is the target language, i.e. the result of a translation or interpretation from a spoken
language source. This causes the sign language produced to be influenced by the source
language, hence to be different from spontaneously articulated utterances, also known as
translationese (Graham et al., 2020). In addition, often sign language interpretation is per-
formed by hearing interpreters for whom the sign language is a second language; this can
affect the quality of the data, since the language produced by a second language signer, just
as it is for a second language speaker, cannot be comparable to that by an authentic signer.
Moreover, interpretation often takes place simultaneously and under time constraints im-
plying that interpreters often need to choose for conveying the message in the quickest and
most efficient way over providing the most correct translation of the source speech. This is
commonly the case for e.g. TV broadcasts and parliament plenary sessions that have been
interpreted into a sign language. While such data may be available in larger quantities, its
usefulness and effect on the quality of LT is still under debate.

4.2. Language Technologies and Tools
Unlike spoken language annotation, which these days can often be supported by advanced
language technologies like automated speech recognition or machine translation, technolo-
gies for sign languages are still considerably more limited. While progress has been made

17 In the case of sign language, using the term native can be quite problematic (see Costello et al. (2008); authentic
refers to those cases in which a sign languagewas learnt at a later stage in life, e.g. school age, but does constitute
the main and preferred manner of communication for the person.
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in recent years, e.g. towards the creation of (semi-)automatic sign segmentation (Mukushev
et al., 2022; Woll et al., 2022), most sign language technologies do not yet meet the quality
requirements of corpus creators.
In turn, to approach those quality requirements, most sign language technologies require

considerable amounts of annotated training data that are not yet available for any sign lan-
guage. Many systems are therefore limited to proof-of-concept demonstrations in specialised
domains with particularly limited linguistic variation, such as weather reports.
In the context of machine translation between spoken languages, typically one would re-

quire millions of parallel sentences to achieve decent quality. One of the most commonly
used corpora formachine translation, Europarl (Koehn, 2005), contains approximately 2mil-
lion parallel sentences for the high-resource language pairs and around 500 thousands for
the low-resource ones. On the extreme side, consider the work of Hassan et al. (2018), which
presents a model trained on more than 25 million parallel sentences. However, the DGS
Corpus (Prillwitz et al., 2008) — one of the largest annotated sign language corpora — en-
compasses 50 hours of publicly available data (video material and full transcriptions) which
correspond to around 60,000 parallel sentences.
The Sign-Lang @ LREC Anthology keeps track of LT tools that have been described in pub-

lications at the Language Resource and Evaluation conferences.18
Lessons learned from past research projects inform us that the successful implementation

of a project within this domain, must be bolstered by close engagement with deaf communi-
ties, and co-construction of MT agendas. Including deaf experts on MT project teams is also
essential (Murtagh et al., 2021).

4.2.1. Sign Language Recognition (SLR)

This is the task of recognising and understanding the meaning of signs. Each sign needs
to be assigned a label, which is typically done using glosses (Núñez-Marcos et al., 2023). A
distinction can be made between isolated SLR and continuous SLR. In the former, one video
is assigned exactly one label and the task is to predict which sign is present in the video. In
the latter, every video contains multiple signs (as part of continuous signing) and the task is
to predict the labels for all the signs in the video in their order of appearance.
One application of isolated SLR is sign language dictionary lookup (Hassan et al., 2021).

Continuous SLR can be applied as part of an SLT pipeline (Camgöz et al., 2020). In the latter,
the SLR model first extracts information (in terms of glosses or embeddings) from the sign
language videos, and the MT model then translates this information into text in another
language.
Rastgoo et al. (2021) provide a survey of SLR. As a video-based task, SLR is typically tack-

led with deep learning. In both isolated and continuous SLR, the video is first processed
using a vision model (typically a convolutional neural network or vision transformer) to ex-
tract features. These features can be latent representations of the network (with limited
interpretability), or they can be more structured in the form of keypoints. Keypoints are ex-
tracted using human pose estimation tools such as OpenPose (Cao et al., 2021) or BlazePose
(Bazarevsky et al., 2020), and these tools predict 2D or 3D Cartesian coordinates for every
joint and other important landmark, e.g., the eyes and ears, in the human body. Despite the
increased interpretability of keypoints compared to arbitrary latent representations, they
are less popular in SLR because they lack robustness when applied to sign language data
(Moryossef et al., 2021).
The state of the art in SLR is continuously evolving. Most of the research into isolated SLR

is performed on theWLASL (Li et al., 2020), AUTSL (Sincan and Keles, 2020) andMS-ASL (Joze
and Koller, 2019) datasets, which contain recordings of individual signs. A more challenging

18 https://www.sign-lang.uni-hamburg.de/lrec/tool/
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and realistic approach to isolated SLR is to use signs cut from continuous signing, which fea-
tures coarticulation and sign transitions. Such an approach is more challenging (De Coster
et al., 2020) and requires more elaborate techniques (Albanie et al., 2020). For continuous
SLR, the de facto benchmark is the RWTH-PHOENIX-Weather-2014T (Camgöz et al., 2018)
dataset. Similar techniques are applied as for isolated SLR, but a different optimisation algo-
rithm is used because the goal is to predict multiple signs in order. This algorithm is called
connectionist temporal classification (Graves, 2012) and it is also used in automatic speech
recognition.

4.2.2. Sign Language Synthesis

Due to the visual-gestural modality difference and the fact that sign language has no stan-
dardised and commonly used written form, technology leverages the use of avatars in order
to communicate a sign language utterance.
Recent research with regard to user acceptance outlines the importance of the fluency of

movement of the avatar and the quality of the avatar itself, with regard to the successful
synthesis of sign language (Quandt et al., 2022). Further factors, aside from the uncanny val-
ley issue (Diel and MacDorman, 2021), that aggravate the use of avatar technology, include
the size of hands, the unnatural movement of the hands, shoulders or head and the lack of
inclusion of various facial features, such as the eyes, eyebrows, lips etc. (Kipp et al., 2011).
These are essential in the communication of various linguistic information, for example in-
dicating negation, if something is a question, or topic-phrases (Murtagh, 2019). Animation
issues can also occur when the hands must overlap varying parts of the avatar body or one
hand overlaps another hand.
Another challenge in relation to sign language Synthesis is the sign language lexicon-an-

imation interface. Scripting languages have been developed to bridge this gap including
Web3D open standards such as Virtual Reality Mark Up Language (VRML) and X3D (Su and
Furuta, 1998; Grieve-Smith, 2002; Papadogiorgaki et al., 2005; Yu and Lu, 2013). SiGML (Kipp
et al., 2011; Neves et al., 2020), and BML (Murtagh et al., 2022) are among other scripting lan-
guages, which were developed to bridge this interface. However, there is no current stan-
dard markup language that has been agreed upon.
The development of avatars to generate sign language has recently expanded to commer-

cial products, which are albeit offered in a limited spectrum of use cases, and they seem to be
early stage products or even in a development phase. Since they are not publicly available,
little is known to which extent they are functional. One example is SIMAX,19 provided by
the Austrian company SignTime. It is software for translating text in 3D-animated sign lan-
guage. It operates with an actively learning databank on the background, whose output is
post-produced by sign language experts. Charamel,20 a company providing avatar assistants,
has been constructing signing avatars for the train announcements of the German railway
(as part of the AVASAG project, funded by BMBF), whereas another avatar service has been
constructed for a communal participation project. JASigning (Van Gemert et al., 2022) is a
similar research project, aiming to provide a signing avatar for travel announcements of the
railway in theNetherlands. The British company Synapse21 is accomplishing a similar project
for the railway station of Huddersfield, UK. Our research also led to some avatar products
that despite having being announced, had a very short life and are not available any more
(e.g. Sign-360 by the French company 4mocaplab),22 possibly indicating the difficulty that
this task poses for the commercial sector.

19 https://simax.media
20 https://gebaerdensprach-avatar.charamel.de
21 https://www.signapse.ai
22 https://www.4mocaplab.com/fr/projects/sign-360/
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4.2.3. Sign Language Translation (SLT)

Núñez-Marcos et al. (2023) and De Coster et al. (2022) present recent surveys on SLT. The
latter focuses only on translating sign language from video into a spoken language text.
Many systems use a pipeline technique, i.e. first applying SLR, and then translating the

recognised signs into spoken language text. This text can then be translated into another spo-
ken language, if required, using text-to-text MT systems. The spoken language text can then
be turned into a series of signs using sign language synthesis. The output of the SLR in this
pipeline does not need to be a label or a gloss, but it can be a multidimensional continuous
representation, similar to the encoder output in textual MT systems. However, if the input
of the encoder consists of raw video without linguistic information, then the representations
that are generated in the encoder do not capture the syntax or the semantics of the sign lan-
guage, and the translation model is forced to learn both the sign language semantics and the
translation at the same time. If linguistic / semantic information is used when encoding the
video, then only the translation needs to be learned. Linguistic information can be added by
augmenting the input video using sign language recognition features, such as glosses or an-
other written representation of signs or features of these signs, such as specific movements.
State of the art systems seem to currently mainly focus on using glosses (De Coster et al.,
2022). Jointly training SLR and SLT systems to generate both glosses and translations from
videos can help to include such linguistic knowledge in the encoder (Camgöz et al., 2020).
An alternative to the pipeline approach are end-to-end systems that do not make use of

gloss annotations or any other linguistic information about the sign language. The creation
of such systems is currently hampered by the limited availablity of data. Therefore, such
systems are often outperformed by the above mentioned pipeline systems (De Coster et al.,
2022).

When starting from a spoken language and translating into an sign language, a similar
pipeline approach can be followed (Stoll et al., 2020): in a first step encode the spoken lan-
guage into a series of glosses and then lookup the glosses in a dictionary of motion, which is
a sequence of skeletal poses, built using keypoint extracting techniques, as discussed above.
Then, the video is generated based on these skeletal motions.
Saunders et al. (2020) present an end-to-end approach from spoken language text to a se-

quence of 3D sign poses that could directly be used to animate an avatar.
A demonstration system translating from several spoken languages into skeleton motion

in several sign languages is available at https://research.sign.mt (Moryossef and Goldberg,
2021), which also provides an elaborate description of sign language processing.

4.3. Projects, Initiatives, Stakeholders
The European sign language communities are represented by EUD,23 the European Union of
the Deaf, which represents 31 national associations of the deaf, from all of the 27 EU coun-
tries, plus Iceland, Norway, Switzerland and the United Kingdom. Appendix A presents a list
of the EUD members with their sign languages, and estimated number of signers. For more
information on sign language legislation we refer to Wheatley and Pabsch (2012).
Sign language interpreters in Europe are represented by EFSLI,24 the European Forum of

Sign Language Interpreters, which consists of national and regional associations with indi-
vidual and associate members. EFSLI is working towards the higher status of the profession
of sign language interpreters in Europe.

23 https://www.eud.eu
24 https://efsli.org
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The Sign Language Linguistics Society25 promotes sign language research on an interna-
tional scale, and there are also national research centres that focus on specific sign languages.
A map of places where sign languages are studied is available at https://www.google.com/
maps/d/edit?mid=1spPrlstOOHIkUtQpjRdH9RlSF1Y&usp=sharing.

SignON26 and EASIER27 are the two current projects funded by the EU call “An empow-
ering, inclusive Next Generation Internet”28 which was specifically addressed towards re-
search into sign language translation technology. In previous EU calls we see funding of,
amongst others the SignHub project,29 Content4All,30 and Dicta-Sign.31 For an exhaustive
list of European funded projects concerning sign language, we refer to https://cordis.europa.
eu/search?q=’sign’%20AND%20’language’.

5. Cross-Language Comparison
The papers in the ELE series about spoken languages contain a section inwhich these spoken
languages are compared to each other with respect to the available tools and resources. For
that sectionwe refer to any of these ELE papers.32 According to that section all sign languages
fall into the category named weak/no support.
Instead of repeating that section, we have opted to discuss what is available for the differ-

ent sign languages of Europe.

5.1. Levels of Technology Support
Figure 4 (Morgan et al., 2022) outlines, based on a report on sign language datasets (Kopf
et al., 2021), that for the majority of European sign languages no high-quality training data
in the form of corpora or lexical resources exist.33 For approximately half of them small and
fragmented datasets can be found. This means that for almost half of the European SLs no
suitable resources that can be used with language technology are available (see Fig. 4).

5.2. European Language Grid as Ground Truth
At the time of writing (December 2022), the ELG catalogue comprisesmore than 11,500meta-
data records, encompassing both data and tools/services, covering almost all European lan-
guages – both official and regional/minority ones. The ELG platform harvests several major
LR/LT repositories34 and, on top of that, more than 6,000 additional language resources and
tools were identified and documented by language informants in the ELE consortium. These
records contain multiple levels of metadata granularity as part of their descriptions.
Relating to sign languages, in the ELG, in December 2022 we found 61 sign language re-

sources. Figure 5 shows how they are distributed over different sign languages. Of all sign

25 https://slls.eu/
26 https://signon-project.eu
27 https://www.project-easier.eu
28 https://cordis.europa.eu/programme/id/H2020_ICT-57-2020
29 https://ww3.thesignhub.eu
30 https://doi.org/10.3030/762021
31 https://www.sign-lang.uni-hamburg.de/dicta-sign/portal/
32 Available at https://european-language-equality.eu/deliverables/
33 Note that certain size and quality criteria had to be met in order for datasets to be listed in this report.
34 At the time ofwriting, ELGharvests ELRC-SHARE, LINDAT/CLARIAH-CZ, CLARIN.SI, CLARIN-PL andHuggingFace.
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Figure 4: Chart by Morgan et al. (2022) on the state of European sign language resources.

Figure 5: Distribution of sign language resources in the ELG.

language records, there were three on International Sign,35 and six on non-European sign
languages. The remaining 52 are distributed over 11 SLs. The three most represented SLs
are Spanish, Finnish and French Sign Language, which together represent more than 50% of
all European sign language resources in ELG.
It is clear that due to the low absolute numbers of these resources, it is hard to draw any

conclusions with respect to how strong these SLs are compared to one another. It is also
clear that ELG is missing metadata to several sign language datasets which are identified in,
amongst other things, the sign language compendium.

35 It needs to bementioned that International Sign is not to be considered a natural sign language (Mesch, 2010), but
rather a “mode of communication” which is used by signers who do not have a shared sign language (Hidding
and Crasborn, 2011); even though it is based on a predefined code, it is highly context-dependent: it strongly
uses iconicity and pantomimic structures, and exploits elements from the sign languages of the people commu-
nicating (Hidding and Crasborn, 2011).
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6. Summary and Conclusions
Due to progress in artificial intelligence, development of language technologies for sign lan-
guages have become feasible. The deep learning paradigm has led to impressive progress in
fields such as computer vision, natural language processing and machine translation. The
gaming industry has booked immense progress on virtual agents.
There is onemajor downside to the deep learning paradigm, which is that it is more “data-

hungry” then any other previous machine learning paradigm. So, in order to get language
technology tools with a decent performance, huge amounts of data are required. It is clear
that for sign language technologies, the required amounts of data are not available. Further-
more, the effect of the quality of the data which is available for training the AI systems on
the output quality of the tools remains unclear.
If Europe wants to achieve language equality by 2030, and if this includes Europe’s sign

languages, it is of utmost importance that large sign language infrastructure projects are
funded in which the deaf communities, deaf experts and sign language linguists cooperate
with language technologists, computer vision researchers and virtual agent specialists co-
operate on creating sufficiently large high quality multilingual sign language corpora which
can be used with relative ease by the AI researchers. These projects should not only consist
of building sign language datasets, but should also extensively study the effect of data size,
quality and other independent variables on translation quality and user acceptance.
A renewed call for projects similar to the call that funded both the SignON and EASIER

projectswould therefore be aminimum, complementedwithnational infrastructure projects.
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Appendix

A. European Sign Languages
Table 1 lists all European countries which are members of the European Union for the Deaf.
For each country the table lists which sign languages are used and how many signers there
are.

Country Sign Languages Abbrev. No. of signers

Austria Österreichische Gebärdensprache ÖGS 8,000
Belgium Vlaamse Gebarentaal VGT 5,000

Langue des Signes de Belgique Francophone LSFB 5,000
Bulgaria Български жестомимичен език (Bŭlgarski zhestomimichen ezik) BŽE 5,000
Croatia Hrvatski znakovni jezik HZJ 6,500
Cyprus Κυπριακή Νοηματική Γλώσσα ΚΝΓ 1,000
Czech Republic Český Znakový Jazyk CSJ 10,000
Denmark Dansk tegnsprog – 4,000
Estonia Eesti viipekeel EVK 1,50036

Russian Sign Language
Finland Suomalainen viittomakieli SVK 3,000

Finlandssvenskt teckenspråk SRVK 90
France Langues des Signes Française LSF 120,000
Germany Deutsche Gerbärdensprache DGS 83,000
Greece Ελληνική Νοηματική Γλώσσα ΕΝΓ 5,000
Hungary Magyar jelnyelv – 9,000
Iceland Islenskt táknmál – 250
Ireland Teanga Chomharthaíochta na hÉireann / Irish Sign Language ISL 5,000
Italy Lingua dei Segni Italiana LIS 40,000
Latvia Latviešu Zīmju Valoda LZV 2,000
Lithuania Lietuviu gestu kalba LGK 8,000
Luxemburg Deutsche Gebärdensprache DGS 250
Malta Lingwa tas-Sinjali Maltija LSM 200
The Netherlands Nederlandse Gebarentaal NGT 7,500
Norway Norsk Tegnspråk NTS 5,500
Poland Polski Jezyk Migowy PJM 50,000
Portugal Lingua Gestual Portuguesa LGP 60,000
Romania Limbaj Mimico-Gestual Romanesc LMGR 24,601
Slovakia Slovnik Posunkovej Reci – 5,500
Slovenia Slovenski znakovni jezik – 1,021
Spain Lengua de Signos Espanola LSE 100,00037

Lengua de Signos Catalna LSC
Sweden Svenskt Teckenspråk SSL 8,000
Switzerland Deutschschweizer Gebärdensprache DSGS 6,750

Langue des Signes Francaise LSF 2,750
Lingua dei Segni Italiana LIS 500

United Kingdom British Sign Language BSL 87,00038
Irish Sign Language ISL

Table 1: European countries with their respective number of sign language users

36 EVK and RSL together
37 LSE and LSC together
38 BSL and ISL together
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